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Editorial

Eliciting preferences using stated choice experiments

Mara Thiene1, Jürgen Meyerhoff2

1 University of Padova, Padova
2 Technische Universität, Berlin

Stated choice experiments are nowadays widely used in different fields ranging from 
marketing and transport economics to health and environmental economics. They are a 
survey-based preference assessment technique that presents respondents with mutually 
exclusive alternatives described by attributes and their levels and asks them to choose the 
most preferred of those alternatives. Subsequently, the choices recorded enable estimates 
of the trade-offs among attribute levels respondents are willing to make, giving insights 
into their preferences. If one of the attributes is a cost variable, marginal willingness to 
pay estimates can be calculated, representing peoples’ preferences for different attributes 
on the same monetary unit. Due to the comprehensive information choice experiments 
can provide such as marginal and non-marginal welfare measures, they have recently 
become a favored method to evaluate individual preferences. However, stated choice 
experiments are by no means a method that can be employed by simply following stand-
ard recipes from a cookbook. Understanding participants responses to the designed choice 
tasks presented in surveys and their adequate analysis still requires further research to 
achieve validity and reliability of the requested results such as welfare estimates. 

This special issue wants to contribute to the development of choice experiments by 
presenting a number of selected papers that present results from methodological investi-
gations as well as from policy-oriented applications of choice experiments in the area of 
environmental and agricultural economics. The authors are mainly members of a group 
of academics who have met regularly over the last decade as members of the ENVECHO 
network, which is a scientific network of researchers using discrete choice modelling in 
the field of environmental valuation (www.envecho.com).

We wish to thank all authors and reviewers and, of course, the publisher for giving 
us the opportunity to publish this special issue in the journal Bio-based and Applied Eco-
nomics.
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Investigating determinants of choice and predicting 
market shares of renewable-based heating systems under 
alternative policy scenarios

CrisTiano franCesChinis*, Mara Thiene

University of Padova, Italy

Abstract. Fostering the uptake of heating technologies based on renewable resources 
is an important part of the EU energy policy. Yet, despite efforts to promote their dif-
fusion, heating systems based on fossil fuels are still predominant. In order to better 
tailor energy policies to citizens preferences, it is crucial to collect accurate informa-
tion on their determinants of heating choices. At this purpose, we adopted a choice 
experiment and a latent class model to analyze preferences of householders in the 
Veneto region (North-East Italy) for different heating systems and their key features. 
We focused on three devices based on biomass and three on fossil fuels, and account-
ed for technical, economic and environmental characteristics of such systems. Model 
estimates highlight the presence of substantial preference heterogeneity among the 
population, which can be partially explained by citizens socio-demographics. We also 
use model outputs to simulate market shares for heating systems under alternative 
policy scenarios. Results provide interesting suggestions to inform the design of poli-
cies aimed at fostering the adoption of biomass-based heating systems.

Keywords. Ambient heating systems choice, Latent class Model, Market shares, 
Willingness to pay.

JEL Codes. C01, Q42, Q47.

1. Introduction

Developing a strategy to increase the sustainability of the heating sector is a priority 
for the European Union, in order to reduce energy imports and dependency and meet the 
greenhouse gas emission target established under the Paris Agreement. Currently, heating 
and cooling account for half of the EU energy consumption and 75% of the fuel used in 
this sector comes from non-renewable resources (European Commission, 2016).

To tackle such issues, the 2030 Climate and Energy Policy Framework adopted by the 
European Council in 2014 includes three key targets for 2030: i) a 40% reduction of green-

*Corresponding author. E-mail: cristiano.franceschinis@unipd.it

Editor: Meri Raggi.
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house gas (GHG) emissions compared to 1990 levels, ii) a 27% share of renewable energy in 
gross final energy demand and iii) a 27% increase in energy efficiency (European Council, 
2014). The targets for renewables and energy efficiency were revised upwards in 2018 at 32% 
and 32.5% respectively. Member States are obliged to adopt integrated National Climate and 
Energy Plans (NECPs) for the period 2021-2030 to define how they plan to achieve such 
goals. Member States submitted their draft plans in 2018 and final plans must be submitted 
by the end of 2019. Italy, in its draft plan, set the targets of a 33% reduction of GHG emis-
sions compared to 2005 levels and a 30% share of renewable energy on final consumption to 
be achieved by 2030 (Italian Government, 2018). In 2017, the values for the two targets were 
18% and 17% respectively. Thus, as emphasized in the EU Country Report 2019 (European 
Commission, 2019), further efforts are needed to ensure the achievement of 2030 objectives. 
Among the specific targets set by the plan, there is an annual increase of 1.3% of renewables 
share in the sector of residential heating and cooling. To achieve such target – among other 
measures – the plan aims to promote an active role by citizens on the energy demand mar-
ket and the uptake of micro-generation technologies based on renewables. As such, instal-
lation of renewable based residential heating systems in new buildings and replacement of 
fossil fuel technologies in existing ones plays a crucial role in the energy system transition. 
To entice the active participation of citizens, it is important to collect information on their 
heating preferences, in order to retrieve determinants of heating choices.

Information about heating preferences can be collected via choice experiment, an 
increasingly popular method for stated preferences analysis. For example, Rommel and 
Sagebiel (2017) investigated preferences of German homeowners for micro-cogeneration 
units for residential use. Their results suggest how householders have a strong interest in 
adopting such technologies, with willingness to pay (WTP) values ranging from 11.000 
to 23.000 Euros. Features of micro-cogeneration products, as well as socio-demographics 
characteristics of houseowners, were found to substantially affect their WTP. Scarpa and 
Willis (2010) investigated WTP for the adoption of different renewable micro-generation 
technologies in the UK. Specifically, they focused on solar photovoltaic, micro-wind, 
solar thermal, heat pumps, biomass boilers and pellet stoves. Their results suggest that 
householders are willing to adopt such technologies, but for most of them WTP values 
do not cover capital cost. A similar study was carried out by Su et al. (2018) in Lithu-
ania. Authors found householders to prefer solar energy-based technologies over the other 
renewable based ones. Claudy et al. (2010) also estimated consumers’ WTP for different 
microgeneration technologies, namely micro wind turbines, wood pellet boilers, solar 
panels and solar water heaters. The study showed how WTPs vary substantially among 
different technologies and how consumers attitudes and beliefs about the technologies 
significantly influence their WTPs. Rouvinen and Matero (2013) focused on preferences 
towards different types of heating systems (based on fuel used) and examined the role of 
system features on householders’ choices in Finland. Investment cost was identified as the 
most impactful attribute on householders’ decisions, but non-monetary attributes played 
a significant role as well. Results also provided evidence of preference heterogeneity, par-
tially linked to individuals’ characteristics. Similarly, Michelsen and Madlener (2012) ana-
lyzed the influence of sensitivity to different heating systems’ attributes on homeowners’ 
adoption decision. Their findings suggest that importance attached to different attributes 
affects technological features choice: for example, people focused on energy saving are 
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more likely to adopt condensing boilers with thermal support, while consumers attach-
ing a strong value to use of renewables prefer pellet-fired boilers. Furthermore, they found 
socio-demographics and spatial factors to affect preferences. Ruokamo (2016) explored 
homeowners’ attitudes towards innovative hybrid home heating systems, described in 
terms of fuel used and key features, such as costs, comfort of use and environmental 
impact. The author found that such technologies are generally well accepted by house-
owners and that their preferences are strongly affected by socio-demographic character-
istics. Yoon et al. (2015) compared householders’ WTP for district heating and individual 
heating. While they found citizens to be generally willing to pay more for district heating, 
substantial differences emerged when accounting for preference heterogeneity: consumers 
with higher income and education were found to prefer district heating, while those more 
concerned about costs were willing to pay more for the individual one. 

In this paper we present the results of a choice experiment aimed at eliciting house-
holders’ preferences towards different heating systems in the Veneto region (Italy). Spe-
cifically, we focus on six different heating systems, three based on renewables (chip wood, 
firewood and wood pellet) and three on fossil fuels (methane, oil and LPG). 

Veneto is a fairly populated region (almost five million residents) characterized by air 
pollution mainly related to high road traffic in all main cities and by the presence of large 
industrial districts in several sectors, such as tanning, cement production and furniture 
manufacturing. When accounting specifically for carbon dioxide emission, the residential 
impact is substantial as well, around the 20% of total emissions (ARPAV, 2015).

To decrease the negative impact of residential sector on the production of greenhouse 
gases, since 2014 the regional authority supports the purchase of biomass-based heating 
systems by annually allocating financial subsidies (up to €1,600 for stoves and €5,000 for 
boilers). Such policy, however, seems to only marginally meet the expectations of the popu-
lation, in terms of fostering the adoption of such technologies. For example, in 2018 only 
29 citizens applied for the funding and 25 requests were approved, for a total of around 
€55.000, out of €500,000 allocated policy budget. In 2019 the number of requests was high-
er (76, of which 66 approved) but again most of the policy budget was not used (around 
€120,000 allocated out of a budget of €500,000)1. Thus, a better understanding of underlying 
factors motivating householders to stick with a fossil fuel system or to switch to a renewable 
one, is of crucial to reach the goals of the energy transformation process in the region.

Building on the evidence provided by the literature on how preferences towards dif-
ferent heating systems are highly heterogeneous and on how socio-demographics play an 
important role in such variability, we adopt a Latent Class approach and use socio-demo-
graphic characteristics of respondents to predict probability to belong to different classes. 
This approach allows to: i) identify different segments of the population according to socio-
demographic characteristics; ii) explore how preferences towards different heating systems 
and their features vary across segments. We then use the estimates of such model to predict 
market shares for alternative heating systems within two policy scenarios, considering/based 
on a reduction of: i) investment costs for biomass fueled heating systems; ii) operating costs 
for biomass-based technologies. Both simulated scenarios are in line with the policies imple-
mented by the Veneto region, the idea being that our empirical results may become useful 

1 Data retrieved from https://www.regione.veneto.it/web/ambiente-e-territorio/rottamazione-stufe-bando-2019.
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to better tailor the features of such policies to the population of the region. Reduction of 
investment cost is a commonly adopted policy to foster use of renewable based technologies, 
such as the subsidies provided by the Veneto region. Reduction of operating costs is a pos-
sible effect of targeted policies as well (e.g. subsidies on fuel purchase). 

The objective of our study is twofold: on one hand to investigate how socio-demo-
graphic characteristics influence citizens choice of heating systems, in order to gain 
insights on the determinants of adoption of renewable based technologies; on the other, 
to identify which, among a set of possible policy interventions, can be more effective in 
terms of fostering the diffusion of such technologies among the population.

The remainder of the paper is organized as follows: section 2 describes data collection 
(sampling procedure, survey design and administration); section 3 formally describes the 
econometric approach; section 4 reports the results of our study and section 5 draws its 
conclusions.

2. Data collection and survey

This section reports a succinct description of sampling procedure and survey. Further 
details can be found in Franceschinis et al. 2016, 2017.

Data were collected with the support of a market research firm via a web-based sur-
vey addressed to a sample of householders of the Veneto region. We used a random sam-
ple of householders, stratified on the main socio-demographics (age, education, gender, 
place of residence). A total of 1,557 questionnaires were collected, out of which 1,451 were 
complete and used for the analysis. The questionnaire was structured in five sections. The 
first focused on heating system and energy resources currently used by respondents. The 
following section included the choice experiment, which is described in detail below. The 
third section included follow-up questions about the choices made in the previous section. 
The fourth section presented attitudinal questions related to respondents’ psychological 
traits. The last collected socio-demographic information.

The choice experiment involved a hypothetical scenario in which respondents were 
asked to select the heating system they would adopt if they had to renovate their cur-
rent one among a set of alternative options. The heating systems presented to respondents 
were six, three based on biomass (firewood, chip wood and wood pellet) and three on 
fossil fuels (methane, LPG and oil). Each alternative system was described in terms of six 
attributes: i) investment cost, ii) investment duration, iii) annual operating cost, iv) CO2 
emissions, v) fine particle emissions and vi) required own work. The respective levels were 
system-specific and are reported in Table 1. Investment cost is the cost for purchasing and 
installing the heating system. Possible public incentives were not accounted for in defining 
the levels of the attribute. Investment duration refers to the lifespan of the heating system, 
from purchase to dismantling. Operating costs include fuel price, maintenance costs and 
electricity costs for those systems that need it to work. CO2 emissions and fine particles 
emissions refer to the quantity of CO2 and fine particles released by the fuel combustion 
processes. To facilitate the evaluation of CO2 emissions levels, respondents were informed 
that 1,000 kg of CO2 corresponds to the emissions from driving 6,000 km in a new gen-
eration car. To illustrate fine particles health impacts, respondents were informed that “it 
has been estimated that if annual fine particle emissions for one house are 2,000 g, then 
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the total emissions of 10,000 similar houses cause one premature death per year”. Final-
ly, required own work refers to the time required to ensure the faultless operation of the 
heating system (e.g., cleaning and handling fuel loads). The choice of attributes and their 
levels was based on earlier studies and on feedback from experts. The annual operating 
cost and CO2 and fine particle emissions were computed using as reference the energy 
consumption of an average detached house with a living area of 120 m2.

The experimental design adopted in the study was an efficient availability design 
(Rose et al., 2013), according to which only three alternatives were shown in each choice 
task. The combination of levels that appeared in each scenario was defined with three dif-
ferent sub designs, namely near orthogonal, D-efficient (Scarpa and Rose, 2008; Rose and 
Bliemer, 2009) and serial designs. For the latter, an orthogonal design was used for the 
first respondent. After the choice sequence was completed, a multinomial logit model was 
estimated in the background and statistically significant parameters were used as priors to 
generate an efficient design. This process continued after each respondent and priors were 
continuously updated to generate a gradually more efficient design. Overall, the design 
generated 60 choice scenarios blocked in six groups, so that each respondent faced 10 of 
them. The sample was split so to have the same number of respondents assigned to the 
three different sub designs. An example of choice scenario is reported in Table 2.

3. Econometric approach

In our study we estimated a latent class model to investigate variation of tastes 
towards heating systems types and their features among the householders of the Veneto 

Table 1. Choice Experiment attributes and levels.

Attributes Firewood Chip wood Wood Pellet Methane Oil LP Gas

Investment cost (€)
9,500;

11,000;
12,500

11,500;
13,000;
14,500

13,000;
15,000;
17,000

4,000
4,800;
5,600

4,500;
5,500;
6,500

4,000;
5,000;
6,000

Investment duration (y)
15;
17;
19

17;
20;
23

16;
19;
22

16;
18;
20

16;
18;
20

14;
17;
20

Operating cost (€/y)
1,200;
2,000;
2,800

2,000;
2,800;
3,600

2,500;
3,750;
5,000

4,000;
5,500;
7,000

6,000;
8,000; 
10,000

9,000;
12,500;
16,000

CO2 Emissions (kg/y)
150;
225;
300

300;
375;
450

375;
450;
525

3,000;
3,750; 4,500

3,900;
4,575;
5,250

3,525;
4,125;
4,725

Fine particle emissions (g/y)
4,500;
6,000;
7,500

2,250;
3,750;
5,250

750;
1,500;
2,250

15;
30;
45

150;
450;
750

15;
30;
45

Required own work (h/m)
5;

10;
15

1;
2;
3

1;
2;
3

-
0.5;
1;

1.5

0.5;
1;

1.5
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Region. The model is based on the Random Utility Theory (Luce, 1959; McFadden, 1974), 
according to which a respondent n facing a set of J mutually exclusive alternatives has 
utility Ui for alternative i as a function of attributes Xk, so that:

Uni=βxni+εni (1)

where εni is the unobserved error assumed to be i.i.d. extreme value type I.
To account for heterogeneity in sensitivity to attributes Xk, we adopted a latent class 

model. Such model assumes the existence of C classes of respondents, where C is exog-
enously defined by the analyst, based on information criteria indexes. Preference vary 
across classes but are homogeneous within them. As the classes are latent, an equation 
explaining the probabilistic assignment of individual n into class c needs to be defined. 
Using a logit formulation for the class allocation model, with Zn being a vector of socio-
economic variables and θc a vector of estimated coefficients, the probability that individual 
n belongs to segment c is given by (Bhat, 1997):

 (2)

Specifically, the variables we used in Z vector are: i) age, ii) education, iii) income, iv) 
currently owning a biomass-based heating system.

Then, the probability that individual n chooses alternative i, conditional on belonging 
to class c, takes the logit form (Hensher and Greene, 2003):

 (3)

Where Xi represents the vector of attributes associated with each alternative and βnc 
the vector of estimated coefficients for class c.

The estimated parameters of the latent class model were used to simulate the market 
shares of different heating systems under different policy scenarios. Specifically, the sce-
narios involve reductions of investment cost (ranging from none to 50% reduction) and 
operational costs (same levels as previous case) for biomass-based heating systems. We 

Table 2. Example of choice scenario.

Attributes Wood Pellet LP Gas Firewood

Investment Duration (years) 19 20 19
Fine particles emissions (g/year) 2,250 15 7,500
CO2 emission (kg/year) 375 3,525 150
Required own work (hours/month) 1 1 15
Investment cost (€) 17,000 5,000 12,500
Operative cost (€) 3,750 9,000 1,200
Your choice ○ ○ ○
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computed choice probabilities in each scenario with the logit formula described in Equa-
tion 3, by including in it estimated coefficients βnc and by varying the levels of investment 
and operational costs according to the reduction scenarios.

4. Results 

This section reports the results of our study. In the first part of the section the estimates 
of the latent class model are presented, while the second part focuses on the policy scenarios. 

4.1 LC model estimates

The first step of our modelling approach involves the identification of the optimal 
number of classes. As suggested by the literature (Hurvich and Tsai, 1989; Nylund et al., 
2007), we referred to the AIC and BIC information criteria, which both favour a specifica-
tion with 4 classes (Table 3). Class membership probabilities are 23% for class 1, 36% for 
class 2, 16% for class 3 and 25% for class 4 (Table 4). Results of latent class model with 
four classes are reported in Table 22. The table also reports WTP values for heating sys-
tems features, which were computed with respect to the investment cost.

To class 1 are more likely to belong older individuals with low income and education, 
who currently do not own a biomass-based heating system. Such class exhibits a strong 
preference towards methane-fuelled technologies with seemingly no interest in biomass-
based ones. As it concerns the attributes, it can be noticed how members of this class are 
very sensitive to installation and operational costs, which is consistent with their feature 
of individuals with low income. This class seems also sensitive to technical features of 
heating systems, and it shows a preference for systems with a long duration (WTP value 
of €0.38 for each additional year of duration) and which require low amount of time for 
maintenance (€0.27 to avoid an hour of work per month). Emissions, instead, do not seem 
to affect choices of members of this class. 

Moving to class 2, to this class are more likely to belong younger individuals with 
high education and income who currently do not possess a biomass-based technology. 

2 A part of these results was included in the report “Veneto 100% Rinnovabile: fotografia e prospettive” by the 
Interdepartmental Centre Giorgio Levi Cases for Energy Economics and Technology (University of Padova), 
available at http://levicases.unipd.it/wp-content/uploads/2019/11/Relazione-finale.pdf

Table 3. Information criteria for alternative model specifications.

Number of classes Number of parameters LL AIC BIC

1 (MNL) 11 -15,713 31,448 31,506
2 28 -15,081 30,218 30,367
3 44 -15,017 30,122 30,356
4 60 -14,894 29,908 30,227
5 76 -14,886 29,924 30,328
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As it concerns preferences towards different types of heating system, it can be noticed 
how members of such class show a strong interest in biomass fuelled system, especially 
those based on wood pellet. This suggests that such class has a strong potential in terms 
of switching from a fossil fuel-based system to a biomass one. This seems corroborated 
by the high sensitivity to carbon dioxide and fine particles emissions of members of this 
class, which are those willing to pay the most to avoid them among all classes (€0.73/kg/
year for CO2 and €0.28/g/year for fine particles). At the opposite, in this class there seems 
to be no concern about technical features of heating systems.

To class 3, instead, are more likely to belong older individuals who currently own bio-
mass-based heating system. As in the previous class, there seems to be a strong interest in 
biomass technologies, but in this case, firewood is the preferred fuel. As it concerns heat-
ing systems features, members of this class seem to strongly appreciate technologies with 
long investment duration (€1.58 for each additional year, largest value among all classes) 
and low emissions of carbon dioxide (€0.36 to avoid a kilogram per year). 

Finally, members of class 4 (the baseline class) seem to be interested mainly in meth-
ane-based systems and in those fuelled by wood pellet. They also have a strong aversion to 
oil-based technologies. As it concerns systems’ features, they seem interested in low main-

Table 4. LC model results.

Class size

Class 1 
23%

Class 2 
36%

Class 3 
16%

Class 4 
25%

Estimate WTP Estimate WTP Estimate WTP Estimate WTP

Class membership function
Intercept 0.16 0.24 -0.11 -0.07
Age 0.31 -0.31 0.12
Degree -0.22 0.43 -0.23
Income -0.15 0.32 0.02
Owning a biomass fuelled system -0.22 -0.11 0.19
Heating system features
Investment cost -0.41 -0.89 -0.18 -0.49
Operational cost -0.38 -0.95 -0.31 -0.46
Investment duration 0.16 0.38 0.34 0.38 0.28 1.58 0.17 0.35
Required own work -0.11 -0.27 -0.24 -0.27 0.09 0.50 -1.41 -2.87
CO2 emissions -0.01 -0.03 -0.73 -0.82 -0.06 -0.36 -0.02 -0.04
Fine particle emissions 0.04 0.10 -0.28 -0.31 -0.05 -0.25 0.01 -0.01
Heating system type
Firewood 2.00 4.99 1.89 1.55
Chip wood -3.96 1.94 0.99 1.21
Wood pellet 0.42 10.88 0.46 4.20
Methane 4.81 7.65 0.19 6.29
Oil -0.39 2.14 -0.04 -1.26

Note: Coefficients statistically significant at 95% in bold. WTP values were computed with respect to 
the investment cost.
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tenance requirements and to a lesser degree to avoiding emissions, with low WTP values 
(€0.04/kg/year to avoid CO2 and €0.01/g/year to avoid fine particles).

4.2 Market shares for different heating systems in alternative policy scenarios

In this sub-section we report results of market shares simulations for different heat-
ing systems in two sets of policy scenarios: i) reduction of investment cost for biomass 
fuelled heating systems, specifically none, 10%, 20%, 30%, 40% and 50%; ii) reduction of 
operating costs for biomass based technologies (same range as above). In the first part of 
the sub-section (4.2.1) we present the average market shares weighted by class size for dif-
ferent heating systems; in the second (4.2.2) we report the shares for biomass technologies 
within each class.  

4.2.1 Average market shares in the investment cost reduction scenarios

Table 5 and Figure 1 illustrate weighted average market shares for different heating 
systems under the investment cost reduction scenario. In the baseline scenario, i.e. no 
investment cost reduction, most of the population would choose a methane heating sys-
tem to replace the current one (64.40%), followed by wood pellet (12.61%), LPG (8.82%), 
firewood (7.35%), oil (5.39%) and chip wood (1.23%). Moving to the 10% reduction 
scenario, it can be noticed how shares for biomass fuelled technologies slightly increase 
(around 1% for each system). A 20% reduction seems to trigger a stronger response, with 
an increase of around 3% for wood pellet and 1.5% for the other biomass-based systems 
compared to the 10% reduction scenario. In the 30% reduction scenario the share for bio-
mass-based systems further increases, in particular for wood pellet technologies, with a 
share of around 21% compared to the 12.61% of the baseline scenario. The fourth scenario 
(40% reduction), instead, does not show substantial differences compared to the previous 
one. Finally, in the last scenario (50% reduction) around 30% of citizens would choose a 
wood pellet fired system, around the 17% a firewood one and around the 5% a chip wood 
one. Overall, in such scenario, nearly half of the population would choose to adopt a bio-

Table 5. Average market shares under the investment cost reduction scenarios.

Investment cost reduction

Heating system None (baseline) 10% 20% 30% 40% 50%

Chip wood 1.23 1.83 2.69 3.21 4.55 5.49
Firewood 7.35 7.90 10.32 13.86 14.93 16.59
Wood pellet 12.61 13.94 15.21 21.36 23.79 26.91

Biomass total 21.19 23.67 28.22 38.43 43.27 49.00

Methane 64.60 63.66 62.49 55.91 52.32 47.33
Oil 5.39 4.84 3.53 2.31 1.70 1.21
LPG 8.82 7.84 5.76 3.36 2.71 2.46

Total 100.00 100.00 100.00 100.00 100.00 100.00
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mass-based system. The overall increases of the share of biomass-based systems compared 
to the baseline scenario are: 2.5%, 7%, 17.2%, 22% and 28% for the alternative investment 
cost reductions.

4.2.2 Average market shares in the operational costs reduction scenarios

Table 6 and Figure 2 report the estimated average shares under the alternative opera-
tional cost reduction scenarios. Firstly, it is of interest to notice how reducing operational 
costs seems to have a stronger effect in terms of increasing biomass systems market shares 
compared to the reduction of investment cost. This seems true in each scenario (i.e. for 
each magnitude of the reduction) and is particularly evident in the 50% reduction sce-
nario, under which the overall biomass technologies share is around 54% for operational 
costs reduction and 49% for investment cost reduction. In terms of fostering diffusion of 
biomass fired systems, this seems to suggest how policies aimed at decreasing operational 
costs for citizens may be more effective than those providing a reduction of the invest-
ment cost. 

By looking more closely at the operational costs reduction scenarios, it can be noticed 
that, similarly to the previous scenario, a 10% reduction does not lead to a substantial 
increase in the shares of biomass technologies (between 1% and 2% increase for each 
system). A 20% reduction has an only slightly stronger effect, with an increase of about 
the 3% for biomass systems shares compared to the previous scenario. A similar relative 
increase is also shown for the 30% and 40% reduction scenarios. Finally, in the last sce-
nario there is a substantial increase in the shares for biomass technologies, especially as 
it concerns wood pellet, which would be chosen by around the 30% of the population. 
Overall, it seems that a reduction of the operational costs would strongly favour the dif-
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Figure 1. Average market shares under the investment cost reduction scenarios.
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fusion of wood pellet systems and only to a lesser degree the diffusion of other biomass-
based systems. This may be due to higher operational costs of pellet fired heating systems, 
compared to other biomass ones. 

4.2.3 Market shares in the investment cost reduction scenarios within each class

In this section we move from the population-level picture to a class-specific analysis, 
to explore how preference heterogeneity influences the diffusion of biomass heating sys-
tems. Specifically, we report and discuss probabilities to choose a biomass-based technol-
ogy as replacement of the current one within each class in different policy scenarios.

Table 6. Average market shares under the operational costs reduction scenarios.

Operational costs reduction

Heating system None (baseline) 10% 20% 30% 40% 50%

Chip wood 1.23 2.11 3.37 3.88 4.91 6.11
Firewood 7.35 8.65 11.21 14.65 15.32 17.71
Wood pellet 12.61 14.99 18.07 23.16 25.89 29.94

Biomass total 21.19 25.75 32.65 41.69 46.12 53.76

Methane 64.60 63.19 60.66 54.08 51.80 45.19
Oil 5.39 4.65 2.60 1.71 0.98 0.46
LPG 8.82 6.41 4.09 2.52 1.10 0.59

Total 100.00 100.00 100.00 100.00 100.00 100.00

Figure 2. Average market shares for under the operational costs reduction scenarios.
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Starting from class 1, Table 7 and Figure 3 show how in class 1 the market share for 
biomass devices in the baseline scenario is extremely low (2.60%). Such value is consist-
ent with the profile illustrated in Section 4.1, which highlighted how members of this class 
are characterized by little interest in biomass technologies and absence of sensitivity to car-
bon emissions. Moving to the cost reduction scenarios, their effect on adoption probability 
seems limited. Only in the 50% reduction scenario there seems to be a substantial increase 
in the biomass share (8% increase compared to the 40% reduction scenario). It seems that a 
very strong incentive is needed to foster diffusion of renewable based systems in this class.

Moving to class 2, the share for biomass devices in the baseline scenario equals 
32.11%. Such results – together with the LC estimates – suggest that this class includes 
individuals who currently own a fossil fuel fired heating system and around one third 
of them would switch to a biomass fuelled one, even with no cost reduction. This seems 
to corroborate the potential of this class in terms of increasing the diffusion of renew-

Table 7. Class-specific biomass systems market shares under the investment cost reduction scenarios.

Class
Investment cost reduction

None (baseline) 10% 20% 30% 40% 50%

Class 1 2.60 3.39 5.91 8.66 12.11 19.99
Class 2 32.11 36.11 40.18 44.18 48.12 50.08
Class 3 61.16 64.12 73.18 78.81 82.18 88.88
Class 4 19.98 23.11 27.61 32.81 38.11 45.18

Figure 3. Class-specific biomass systems market shares under the investment cost reduction scenarios.
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able based technologies across the population. As for the previous class, the effect of the 
investment cost reduction seems limited. In this case, however, the low effect may be 
linked to the high income of its members, that could make them less sensitive to costs.

Class 3 exhibits the highest biomass system adoption probability in the baseline 
scenario (61.6%). Overall, this class seems characterized by individuals that currently 
use a biomass system and show a high probability of choosing one of the same kind as 
replacement. Importantly, this class seems to be strongly affected by cost reduction, with 
an around 28% increase of the biomass devices share between the baseline and the 50% 
reduction scenario. This might be due to the low income of members of this class.

Finally, biomass systems share in class 4 equals 19.89% in the baseline scenario and 
45.18% in the 50% reduction one, thereby suggesting a high sensitivity to investment cost 
reduction.

4.2.4 Market shares in the operational costs reduction scenarios within each class

Table 8 and Figure 4 report market shares within each class in the operational costs 
reduction scenarios. By comparing results with those reported in the previous section, it 
is interesting to notice how class 2 and 3 are affected more strongly by operational costs 
reduction, while classes 1 and 4 are affected more by investment cost reduction. This seems 
to be related to different sensitivity to the two costs highlighted in Section 4.1: classes 2 
and 3 are more sensitive to operational costs, and as such reducing it has a stronger effect 
in such classes, while the opposite is true for classes 1 and 4.  For example, in class 1, at a 
50% reduction the share is around 15% for operational costs and 20% for investment cost. 
At the opposite, in class 3 the share in 5% higher in the case of operational cost reduction.

5. Discussion and conclusions

In the light of the importance of increasing the sustainability of the residential heating 
sector, it is crucial to inform energy policies with an accurate knowledge of the determi-
nants of citizens heating choices. To this purpose, we designed a choice experiment aimed 
at investigating preferences towards heating systems and their features among the citizens 
of the Veneto region. We analysed choice data by means of a latent class model and we 
used the estimates to forecast market shares for different heating systems under alternative 
policies scenarios.

Table 8. Class-specific biomass systems market shares under the operational costs reduction scenarios.

Class
Operational costs reduction

None (baseline) 10% 20% 30% 40% 50%

Class 1 2.60 3.11 4.88 7.91 10.12 15.18
Class 2 32.11 37.14 42.24 46.11 49.88 53.11
Class 3 61.16 66.89 76.11 81.56 86.88 92.21
Class 4 19.98 22.41 26.22 30.33 34.16 40.11
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The results of our study suggest how householders’ preferences towards different heating 
systems and their features are strongly heterogeneous and how such variability can be par-
tially explained by householders socio-demographic characteristics. Such findings support 
those of previous studies of the energy literature (e.g. Yoon et al., 2015, Ruokamo, 2016). 
Importantly, our estimates highlight the presence of population segments which seem to 
have a strong potential in terms of switching from a fossil fuel system to a renewable-based 
one. To this segment are more likely to belong individuals who already own a biomass-
based heating systems and young individuals with high income and education level. At the 
opposite, our results highlight the existence of segments of the population with low interest 
towards the adoption of renewable-based technologies. Such segments are characterized by 
individuals with low income and education who currently own a fossil fuel system.

The simulations of policy scenarios allowed us to retrieve some important information 
about the efficiency of different policy measures in terms of fostering the diffusion on bio-
mass technologies. Overall, we found that measures aimed at reducing operational costs for 
householders may induce a broader uptake of biomass appliances compared to those which 
target investment cost, even if the opposite is true in some segments of the population. This 
is particularly important in the context of the Veneto region, where subsidies for invest-
ment cost are currently in place and they seem to be only partially successful in nudging 
citizens towards the adoption of biomass-based appliances. We also found that only a large 
reduction of costs (i.e. 40% or 50% reduction) has a substantial effect on the increase of 
biomass systems shares, in classes with low interest in such technologies. This suggests that 
current incentives provided by authorities may not be enough to entice such segments of 
the population to switch from a fossil fuel to a biomass-based technology.

Figure 4. Class-specific biomass systems market shares under the operational costs reduction scenar-
ios.
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Abstract. In this study we investigate consumers’ preferences for fresh tomato attrib-
utes in four European countries by assessing and comparing Marginal Willingness-
To-Pay (MWTP) estimates from panel Mixed Logit (MXL) models with utility speci-
fications in the WTP-space. We performed an in-depth post-estimation inference to 
identify what attributes are the main determinants of fresh tomato purchases in each 
domestic market. We also assess the choice probabilities for tomatoes of various ori-
gins and types to illustrate how these post-estimation inference can be used to inform 
strategies designed to increase the market shares of Italian fresh tomato exports in 
new markets and to consolidate positions in markets where Italian fresh tomatoes are 
already appreciated by local consumers. 
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1. Introduction

Fresh tomato is one of the most commonly consumed vegetable in Europe. Over the 
last decade its consumption has remained stable at about 15 kg/year per capita, although 
stark changes have been observed concerning the range of quality consumers demand 
(European Union, 2018). 

Italy is one of the major tomato producers in Europe (European Commission, 2020) 
with exports to German, Austrian, British, French and Romanian markets, where Italian 
fresh tomatoes are traditionally very appreciated. However, consumers’ preferences gradu-
ally change, and year after year, the diversity of tomato types sold has increased every-
where to meet a rapidly evolving and diversifying demand. Health, convenience, taste and 
type of packaging are nowadays some of the most important product values for consum-
ers. In the case of tomatoes, as for other foods, the market for ‘specialties’ is growing at 
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a significant rate (Santeramo et al., 2018). New tomatoes varieties with attractive shapes, 
colours and tastes, innovative recyclable packaging, health claims and/or environmental 
certifications have been emerging as valuable product features that producers and retailers 
use to grow their market shares (Yue and Tong, 2009; Tonsor and Shupp, 2009; Alamanos 
et al., 2013; Oltman et al., 2014).

Nevertheless, the demand for tomatoes shows substantive differences across coun-
tries in terms of favorite shapes, packaging, origins and many other factors. Determin-
ing consumers’ preferences and Willingness to Pay (WTP) for fresh tomato attributes is 
important to stakeholders in this industry (e.g., agricultural producers, intermediaries and 
retailers). It helps them determine which types of fresh tomato to grow and trade, how 
to manage the marketing mix, what communication content to emphasize in advertis-
ing campaigns, and how to apply fair prices along the supply chain. This information is 
particularly crucial for small-scale farmers who experience a strong competitive pressure 
from bigger companies of producers and importers. For them it is essential to correctly 
identify and characterize the market segments to supply, so as to define the assortment of 
tomatoes to produce the following season.

Against this background, the objective of this study is threefold. Firstly, this study 
aims at estimating consumers’ willingness to pay for fresh tomato attributes across four 
key importing countries in Europe. Secondly, it aims at identifying the main determinants 
of tomato purchases across such markets. Thirdly, it aims at exploring how structural esti-
mates of heterogeneous preferences can be used to inform marketing strategies which 
could guide the growth of Italian fresh tomato exports. 

Alongside these research objectives, this paper also aims at achieving methodologi-
cal and disseminative purposes. It will present and discuss the estimation strategies that 
could be implemented in a discrete choice cross-sectional analysis to face heterogeneity in 
preferences and take into account correlations between attributes. Frequently, in discrete 
choice applications, post estimation analyses are limited to the assessment of the Marginal 
Willingness-To-Pay (MWTP). But several additional results can be derived by the estima-
tion of a discrete choice model with preference heterogeneity. In order to make concrete 
the methodological dissemination purposes of this study, the ‘Rmarkdown’ and ‘markstat’ 
codes we used in our analyses are made available to the reader. 

The data collection took place in Germany, Russia, the UK and Norway. These coun-
tries were selected for different reasons. Two countries, Germany and the UK, are tradi-
tional export markets for Italian fresh tomatoes. In particular, Germany has been for sev-
eral years the main European country for Italian fresh tomatoes exports. In 2015, Germa-
ny imported 28,188 tons of Italian fresh tomatoes, equivalent to 31% of the total fresh Ital-
ian tomato export. In 2015 the UK ranked third in terms of imported quantity from Italy, 
with 8,250 tons of fresh tomatoes.1 The other two countries, Russia and Norway, instead, 
are marginal markets for Italian fresh tomato producers. Here Italian tomatoes compete 
with imports from other countries, such as the Netherlands, Spain, Egypt and Moroc-
co. Nevertheless, the four markets under investigation in this study have all, to larger or 
smaller extent, the potential for future growth of Italian exports if producers will imple-
ment strategies aimed at meeting consumers preferences.

1 Source: Trade Map (http://www.trademap.org).
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To achieve the study objectives, the same choice experiment was administered to four 
representative samples of consumers, one for each country. In the data analysis, to account for 
heterogeneity in preferences, we used Mixed Logit models (henceforth MXL, see Train, 1998; 
1999, 2009) with utility specified in WTP-space, as suggested by Train and Weeks (2005) and 
Scarpa et al. (2008). Despite the well-argued methodological advantages of this approach, 
when compared with the more conventional preference-space specification, applications in 
food choice experiments are still infrequent (Balcombe et al. 2010, Balogh et al. 2016, Caputo 
et al. 2016, and Caputo et al. 2018). Researchers have generally opted for the more traditional 
preference-space approach (Loureiro and Umberger, 2007; Ortega et al., 2011; Zanoli et al., 
2013; Liu et al., 2019), even to assess the MWTP for tomato attributes (Onozaka and McFad-
den, 2011; Caputo et al., 2013; Carroll et al., 2013; Maples et al., 2014; Skreli et al., 2017).  

In the post-estimation stage of our analysis, estimates of the Marginal Willingness-To-
Pay (MWTP) for fresh tomato attributes were derived and compared across the four sur-
veyed countries. From an empirical point of view, MWTPs provide producers with evidence 
to adjust their price strategy in line with market preferences. Further, we estimated full cor-
relation matrices for random taste coefficients of tomato attributes. We used these to esti-
mate market shares for combinations of tomato shapes and certifications. Signs and magni-
tudes of significant correlations between random attributes provide crucial information to 
producers and exporters. They are needed to define product profiles that meet consumers’ 
demand and identify those combinations of tomato traits that consumers dislike. Moreover, 
to illustrate, probability choice functions were derived for selected product profiles. These 
functions are useful to predict consumer behavior, since differences in choice probabilities 
are dependent on tomato attributes. Finally, marginal changes in choice probabilities within 
samples and for the whole population were simulated. This type of analysis serves as a tool 
to predict changes in consumer behaviour specific to the different export markets. 

The rest of the article is organized as follows. Section 2 discusses materials and meth-
od, while Section 3 illustrates the econometric analysis. Section 4 reports and discusses 
results. We conclude with some final remarks in Section 5.

2. Materials and method

Data used for this analysis were collected through a choice experiment designed to 
gather statements on hypothetical purchases of fresh tomato by consumers living in Ger-
many, Russia, the UK and Norway. Preliminary focus groups and pilot surveys supported 
the final design of the questionnaire. Tomato attributes and levels were identified from 
previous studies (Yue and Tong, 2009; Onozaka and McFadden, 2011; Caputo et al., 2013; 
Carroll et al., 2013; Maple et al., 2014; Oltman et al., 2014; Meyerding, 2016; Skreli et al., 
2017) and via discussion with experts in these export markets. Ten attributes were select-
ed to profile fresh tomato characteristics. These were: tomato shape (which acts as a label 
for the product alternatives), colour, skin thickness, pulp type, packaging format, country 
of origin, production method, workers’ health and safety certification2, eco-sustainability 

2 In the questionnaire this attribute was explained as follows: “tomatoes can be produced according to systems that 
ensure high health and safety standards to workers. The final product can have a label that certifies that these stan-
dards were implemented in production”.
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certification of production methods (including organic)3 and price4. Table 1 reports the 
attributes and their levels. 

To generate the alternatives, we used a fraction of the full factorial design, that was 
D-error minimizing within the sets that are orthogonal in the difference (refer to NGENE 
handbook for details). By using NGENE 12.0, 144 choice tasks were generated, blocked in 
twelve blocks of twelve each. Respondents were randomly assigned in a balanced rotation 
to one of the twelve blocks. Each was asked to complete the twelve randomized choice 
tasks in their assigned block. Given the complexity of the experimental design, the quali-
tative attribute named ‘colour’ was not directly included in the experimental design but 
was paired with tomato shape. Consequently, the combination between shape and colour 
was constant in each block, but combinations changed between blocks and assigned to 
different people. In this way, each respondent always visualized the same pictures for the 
five tomato alternatives in all choice scenarios under his/her scrutiny. The other attributes 
were presented in a textual form. Figure 1 illustrates a choice card.

The final questionnaire contained three sections. The first was designed to identify 
the respondent’s socio-demographic profile; the second relates to food consumption hab-
its, with specific reference to fresh tomatoes; the final section was dedicated to the choice 
experiment.

The survey was carried out in April 2016. The target population consisted of adult 
consumers that consumed fresh tomatoes in the last six months and were aware about the 
product characteristics. Country samples were selected to be representative of national 
populations in terms of age and gender. Interviews were conducted online and adminis-
tered by Toluna (www.it.toluna.com), a market research company that deals with market 

3 In the questionnaire this attribute was explained as follows: “tomatoes can be produced according to systems 
that ensure ecological sustainability and biodiversity protection. The final product can have a label that certifies 
that these standards were implemented in production”.
4 In the questionnaire, prices were expressed in the national currency.

Table 1. Attributes and levels.

Attribute Attribute levels

Shape beef, salad (Salad), vine (Vine), cherry (Cherry), date (Date)
Colour red (Red), not-red (i.e., yellow, orange or variegated)
Skin thin, thick (Thick)
Pulp juicy, rich (Rich)
Packaging loose tomatoes, net (Net), tray (Tray)

Origin Italy, Netherlands (NLD), Spain (ESP), Morocco (MAR), Egypt (EGY), 
others (OTH)

Production method conventional, low environmental impact (Env), organic (Org)
Workers’ health and safety certified not present, present (Safety)
Eco-sustainable certified not present, present (Eco)
Price (euro/kg) 1.18, 1.58, 2.37, 2.76

Note: qualitative attributes were coded using dummy variables. The price attribute was coded using a 
continuous variable. In bold font the reference level. In brackets the variable name.
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analysis and has a world opt-in panel with over 9 million consumers. The company sup-
plied the availability of high-quality Internet panels (i.e., ISO certification and application 
of international quality standards for market research) and guaranteed an incidence rate 
equal to 0.70 for each country.

The online questionnaire was completed by a total number of 2,600 respondents: 
700 in Germany, Russia and the UK and 500 in Norway. The total choice observations 
generated were 31,200 (12 choice cards for 2,600 respondents). The number of products 
evaluated by respondents amounted to 156,000 (5 tomato shapes/scenarios for 2,600 
respondents).

Table 2 reports the summary statistics at country level and for the whole sample. 

Figure 1. Example of a choice card.

Workers’ health and 
safety certification No No Yes No No

Packaging Loose tomatoes Net Loose tomatoes Loose tomatoes Net
Eco-sustainable 
certified Yes No No Yes Yes

Pulp Juicy Juicy Juicy Rich Juicy
Production method Low env. Impact Organic Low env. impact Conventional Organic
Skin Thick Thin Thin Thick Thin
Origin Morocco Italy Morocco Netherlands Netherlands
Price (€/kg) 2.76 2.37 1.58 1.18 1.58

Table 2. Summary statistics.

Germany
(n = 700)

Norway
(n = 500)

Russia
(n = 700)

UK
(n = 700)

All
(n = 2,600)

Mean SD Mean SD Mean SD Mean SD Mean SD

White European ethnicity* 0.89 0.31 0.81 0.40 0.95 0.22 0.81 0.39 0.87 0.34
BMI 25.42 5.68 25.50 5.05 24.72 6.86 26.00 6.53 25.40 6.16
Vegetarian/vegan * 0.09 0.29 0.07 0.26 0.10 0.31 0.10 0.31 0.10 0.29
Female* 0.60 0.49 0.53 0.50 0.60 0.49 0.60 0.49 0.59 0.49
Age (in year) 39.01 12.09 40.34 16.74 38.70 11.09 39.23 12.40 39.24 12.96
Education** 0.29 0.45 0.39 0.49 0.75 0.43 0.43 0.50 0.47 0.50
Family size (n.) 2.54 1.23 2.47 1.39 3.23 1.17 2.84 1.34 2.79 1.31
Minor or dependent (n.) 0.68 0.92 0.61 1.02 0.93 0.94 0.79 1.04 0.77 0.99

*1 if yes; ** 1 if university graduate or post graduate.
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3. Econometric model and inference

The choice data were analyzed by means of econometric models based on random 
utility maximization with heterogenous preference parameters (McFadden, 2001). 

We assumed a linear and additive indirect utility function:

Unjt=-αnpnjt+βn
’xnjt+εnjt (1)

where pnjt is the price attribute, xnjt represents the vector of non-price tomato attributes, 
and αn and βn are random parameters which represent nth respondent’s taste intensities 
for each attribute describing the tomato profile of each jth alternative in the tth choice occa-
sion in the sequence. For the random component, we hypothesized that εnjt~ i.i.d. Gum-
bel. Assumptions imply that, conditional on βn, the probability of observing a particular 
sequence of 12 choices for each nth respondent (yn=yn1,yn2,…,yn12 ) is the product of stand-
ard logit formulas:

 (2)

Unconditional probability was calculated as the integral of equation (2) weighted by 
the density function g(αn,βn|μ,Ω): 

Pn(yn)=∫L(yn1,yn2,…,yn12|αn,βn)g(αn,βn|μ,Ω)dαndβn (3)

This integral was approximated through simulation, by: i) taking draws from the g(.) 
function; ii) calculating the Likelihood function for each draw; and iii) averaging the 
results. The maximum simulated likelihood estimator is the value of the unknown param-
eters that maximizes the likelihood of the sample simulated in this manner. 

Equation (3) represents the so-called panel mixed logit, which allowed us to use 
a mixed logit model specification in the context of repeated choices by respondents 
assuming specific taste distributions (Revelt and Train, 1998). To obtain a posterior 
distribution of αn,βn for each respondent, the procedure described by Revelt and Train 
(2000) can be used. 

Following Train and Weeks (2005) we specified the utility function in the WTP space5. 
With a Gumbel distributed unobservable component of utility, the error variance varies 
among respondents:

 (4)

where kn represents a scale parameter for the nth respondent. To allow for random scale 
parameter, Train and Weeks (2005) suggested to divide equation (1) by the scale param-
eter:

5 Sonnier et al. (2007) called this model the “consumer’s surplus model”. It is also known in literature as 
“expenditure function space” model, “valuation function”, or “money-space” (Thiene and Scarpa, 2009). 
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 (5)

As a consequence, in equation (5), unjt~i.i.d. Gumbel, but with constant variance equal 
to π2/6. Assuming that λn=an/kn and cn=βn/kn, equation (5) becomes:

Unjt=-λnpnjt+cn
’xnjt+unjt (6)

where λn=an/kn, wn = c’n/λn, cn=βn/kn and kn represents the scale parameter for the nth 
respondent.

Equation (6) is the so-called utility function in the preference space. Given that, by 
definition, the MWTP for an attribute is the ratio between the attribute’s coefficient and 
the coefficient of the price attribute, equation (6) can be re-written as follows: 

Unjt=-λnpnjt+(λnwn)’xnjt+unjt (7)

where wn = c’n/λn. Equation (7) is the so-called utility function in WTP space (Train and 
Weeks, 2005).6 

Through the direct choice of specific random WTP distributions, the WTP space 
approach prevents situations where the implied MWTP distributions from the random 
preference coefficients show excessively long tails. This is often the case in preference-
space utility specifications (Scarpa et al., 2008). The literature reports controversial results 
on what approach produces a better fit to the empirical data. However, there is a general 
consensus on the ability of WTP space specifications to generate more reasonable and less 
disperse estimates of WTP distributions (Scarpa et al., 2008; Balcombe et al., 2009; Hen-
sher an Greene, 2009; Rose and Masiero, 2009; Daly et al 2012; Owusu Coffie et al., 2016). 

Our estimator was implemented in STATA 15.0 and employed the packages mixlog-
itwtp (Hole, 2007). We did not find significant evidence of heterogeneity in preliminary 
estimations for tomato colour, skin, pulp and country of origin. So, we assumed these 
to be fixed, meaning that we hypothesized homogeneous preferences for these features. 
Conversely, we obtained significant variance estimates in preliminary results for toma-
to shapes, packaging types and certifications. Hence, the associated random parameters 
were consequently assumed to be random and specifically distributed multi-variate nor-
mal with a full correlation matrix. The coefficient for the negative of price was assumed 
to have a log-normal distribution, to constrain the price coefficient to be always negative. 
Estimates were obtained with 1,000 Halton draws, which despite the high number of ran-
dom parameters, can assure sufficiently low simulation variance of the maximum simu-
lated likelihood estimator according to Zeng (2016) and Palma et al. (2018). 

While all of the above is informative, it is also quite standard. In this study, however, 
we extended the range of inference in a more novel direction. We used the estimates of 
the vector of means μ and their variance-covariance matrix Ω=(LL’) for each country to 
infer the probabilistic choice behavior in the underlying population of consumers. Note 

6 Sonnier et al. (2007) called this model the “consumer’s surplus model”. It is also known in literature as 
“expenditure function space” model, “valuation function”, or “money-space” (Thiene and Scarpa, 2009). 
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that estimates of the Cholesky decomposition L of the full variance-covariance matrix Ω  
enabled us to derive the correlation matrix for the random α and β. With this we iden-
tified patterns of covariation across taste parameters β that we then used in behavioral 
inference. For example, we used them in the derivation of probabilistic demand functions 
based on the simulation of distributions of preference values β in the population from 
which to infer market choice probabilities. We replicated this for selected tomato attrib-
utes (tomato profiles) and compared them across countries. 

Another type of inference was conducted at the sample level. Here information on the 
observed choice sequence of each respondent was brought to bear by deriving individual 
specific means  for marginal WTPs. These are graphically represented for the samples 
by kernel smoothing plots for the sample of each country. Hypothetical choice prob-
abilities were also simulated at the population estimates by modifying the choice sets to 
evaluate shares for what-if scenarios. Scenarios simulated the introduction in the choice 
tasks of specific tomatoes profiles at a given price. We provide an illustration of the latter 
obtained with the post estimation commands in Stata. This required the modification of 
one or more attribute levels in the choice set and the re-computation of the in-sample pre-
dicted probabilities of choice to obtain changes in market shares following the introduc-
tion of new tomato profiles. 

4. Results and discussion

Table 3 reports the coefficients estimates for each country. The model estimated 
for the pooled samples across countries are reported in the last columns to the right. 
The uninformed sequence of 12 choices between 5 alternatives has a log-likelihood of 
ln[(1/5)12]=-19.31, while the averages in our estimated model range between a maximum 
of -16.33 and a minimum of -16.67, respectively 0.85 and 0.86 percent of the uninformed 
probability. This implies a good explanatory power of the joint model. 

Findings suggest that red color (baseline yellow/orange/variegated) and country of 
origin (baseline Italy) are key determinants of choice, while a thick tomato peel (baseline 
thin) and a rich pulp (baseline juicy) do not seem to be relevant. Preferences vary across 
the investigated markets, especially for the country of origin. Italian tomatoes are always 
preferred to those coming from other origins for Germans. These, for example, are willing 
to pay an average premium of 0.90 €/kg for Italian tomatoes in comparison to those com-
ing from Morocco. Russians are generally indifferent to country of origin when tomatoes 
come from Egypt, Italy or Spain. However, they significantly dislike those produced in the 
Netherlands, Morocco or “other countries”. For the latter, WTP is comparatively lower by 
about 0.19-0.21 €/kg. The UK consumers emerged as “origin-blind” as the country of ori-
gin never emerges as significant. 

Country-level models’ results further suggest that Norwegians appreciate juicy toma-
toes (+ 0.15 €/kg in comparison to rich-pulp tomatoes), while Russians prefer to buy thin-
skin tomatoes (+ 0.23 €/kg in comparison to thick-skin ones).

Interestingly, preferences for tomato shapes vary across countries and, at the same 
time, are also significantly heterogeneous within each country. For the coefficients of 
tomato shapes, standard deviations are significantly different from zero, with the excep-
tion of “cherry” and “date” shaped tomatoes in the UK and “date” shaped tomato in Nor-
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way. “Vine” tomatoes are always preferred to “beef ” (the baseline) across all countries, 
while the latter are always preferred to “salad”, “cherry” and “date” tomatoes. 

In general, consumers prefer to buy loose (the baseline) rather than packaged toma-
toes. However, preferences for packaging types (in “nets” or “tray”) are not always signifi-
cant and emerge as heterogenous at the country level. 

Tomatoes with certified credence attributes are preferred to those without certifi-
cation. In particular, Germans are willing to pay, on average, 1.22 €/kg for organic-cer-
tified tomatoes, even if the distribution is strongly dispersed in comparison to those in 
other countries. German consumers are also sensitive to certifications ensuring workers’ 
health and safety (+ 0.56 €/kg) and eco-sustainability (+ 0.60€/kg). However, the choices 
observed in the UK sample imply a higher willingness to pay for workers’ health and safe-
ty certification (+ 0.79 €/kg).

Preferences for certifications show a significant heterogeneity for organic products in 
Germany and Norway. Russians demonstrated significant heterogeneous preferences for 
low-environmental impact, workers’ health and safety, and eco-sustainable certified prod-
ucts. Instead, organic certification is not appreciated by Russians, who in turn are the only 
consumers with a significant positive appreciation for certification for low-environmental 
impact production methods.

Figure 2 displays the kernel smoothing of individual posterior means of MWTP sam-
ple distributions for each country for tomato shape, whose coefficients showed a signifi-
cant heterogeneity in the majority of the investigated countries. Sample distributions are 
displayed only for those tomato shapes which have both significant mean and standard 
deviation estimates. Some distributions differ significant in terms of range, number of 
modes and relative positions in the WTP space. As pointed out earlier, German and UK 
consumers do not appreciate salad tomatoes in comparison to beef ones. Their MWTP 
distributions are prevalently located in the negative range and are multimodal in both cas-
es. This implies that, everything else equal, for most consumers, salad tomatoes need to be 
sold at a lower target price compared to beef tomatoes to induce a purchase; how much 
lower is different in the two countries. 

In contrast, MWTP for salad tomatoes in the other two markets are located to the 
right, especially for Russia, that present both positive and negative modal values. Nega-
tive means of MWTP are shown also for cherry and date tomatoes in comparison to beef 
tomatoes. However, preferences for cherry tomatoes seem to be more similar among Nor-
wegian and Russian consumers than Germans; while MWTP distribution for date toma-
toes are less dispersed for Russians and more variable for Germans. Vine tomatoes, in 
contrast, are preferred to beef ones in all markets. Modal value estimates are always posi-
tive, although the ranges of variation are extremely different between countries, with the 
widest one in the UK, where there is also the higher modal value.

Table 4 reports the estimates of correlation coefficients (lower triangle), variances 
(diagonal) and covariances (upper triangle) between random MWTPs in each country. 
For some pairs of random attributes, correlations are significant across all models and 
have concordant signs, even if they have different magnitude. Correlations between salad 
and date tomatoes, for instance, are always positive and significant in all markets, mean-
ing that these kinds of tomato could be jointly sold in these countries through focussed 
advertising strategies exploiting the “drag” effect of a tomato type on the other. Converse-
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ly, a negative correlation is estimated between salad and vine-shaped tomatoes. For Ger-
many and Norway, in particular, the correlation coefficients are high and significant, -0.89 
and -0.84 respectively. This finding is focal to support product marketing by the sellers: 
salad and vine tomatoes are antagonist in these markets and meet the preferences of dif-
ferent consumers and consequently separate market targets. This could suggest locating 
these products on different shelves or even separate shops when the locations of these are 
correlated with one type of buyers. Country-level preferences for type of packaging vary 
and they are correlated with the tomato’s shape. In general, all consumers prefer to buy 
loose-packaged tomatos. However, Germans prefer to buy salad tomatoes that are tray-
packaged (correlation coefficients: 0.77) and dislike trays for vine ones (-0.85); Norwe-
gians like cherry tomatoes when packaged in a net (0.79). For the UK and Russia, some 

Figure 2. Kernel density plots for conditional WTPs for tomato shapes.
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Table 4. Estimates of correlation and covariance matrixes in each country.

Germany

Salad Vine Cherry Date Net Tray Env Org Safety Eco Np

Salad 4.20 -2.19 -0.38 4.58 0.47 1.25 0.14 0.46 -0.58 -0.14 0.06
Vine -0.89 1.44 1.05 -1.23 -0.34 -0.81 -0.15 0.30 0.46 0.18 -0.15
Cherry -0.08 0.37 5.77 4.82 0.10 -0.14 0.24 -1.09 0.62 -0.27 0.17
Date 0.66 -0.30 0.60 11.30 0.74 0.94 -0.30 -0.05 -0.08 -0.58 -0.15
Net 0.38 -0.46 0.07 0.36 0.38 0.19 -0.29 -1.17 -0.14 -0.36 0.10
Tray 0.77 -0.85 -0.07 0.35 0.40 0.63 0.29 -0.56 -0.12 -0.08 0.20
Env 0.07 -0.13 0.11 -0.10 -0.50 0.39 0.86 0.58 0.08 0.23 0.17
Org 0.09 0.09 -0.17 -0.01 -0.72 -0.27 0.24 6.98 -0.35 0.58 -0.37
Safety -0.37 0.50 0.34 -0.03 -0.29 -0.19 0.11 -0.10 0.59 0.61 -0.05
Eco -0.06 0.13 -0.09 -0.15 -0.51 -0.09 0.21 0.26 0.68 1.37 -0.21
-Price 0.05 -0.22 0.12 -0.07 0.28 0.42 0.32 -0.08 -0.12 -0.31 0.34

Norway

Salad Vine Cherry Date Net Tray Env Org Safety Eco Np

Salad 1.37 -0.93 -0.21 1.21 -0.14 0.14 -0.08 0.24 -0.13 0.07 0.07
Vine -0.84 0.88 0.21 -0.40 0.16 -0.05 -0.08 -0.33 0.04 -0.16 -0.23
Cherry -0.21 0.27 0.69 0.43 0.41 0.03 0.00 -0.06 -0.09 -0.06 0.04
Date 0.71 -0.29 0.35 2.14 0.26 0.23 -0.26 -0.01 -0.34 -0.16 -0.16
Net -0.19 0.26 0.79 0.29 0.39 0.08 -0.01 0.00 0.19 -0.01 -0.06
Tray 0.30 -0.13 0.08 0.39 0.33 0.16 0.01 0.09 -0.07 0.01 0.01
Env -0.20 -0.24 0.02 -0.48 -0.05 0.06 0.14 0.16 -0.11 0.01 0.11
Org 0.20 -0.35 -0.07 -0.01 0.01 0.21 0.43 1.02 0.03 0.36 0.10
Safety -0.12 0.05 -0.11 -0.24 0.31 -0.17 -0.31 0.03 0.93 0.27 -0.16
Eco 0.08 -0.24 -0.10 -0.15 -0.02 0.03 0.05 0.25 0.41 0.49 0.01
-Price 0.12 -0.46 0.09 -0.20 -0.17 0.07 0.54 0.05 -0.31 0.02 0.29

Russia

Salad Vine Cherry Date Net Tray Env Org Safety Eco Np

Salad 0.57 -0.08 0.12 0.71 -0.09 0.20 0.09 -0.06 -0.17 -0.12 -0.24
Vine -0.23 0.24 0.28 0.25 0.02 -0.02 -0.02 -0.06 -0.01 -0.01 -0.17
Cherry 0.21 0.75 0.60 0.51 -0.10 -0.08 -0.07 -0.26 -0.06 0.09 -0.44
Date 0.67 0.35 0.47 1.98 -0.22 0.21 0.14 -0.10 -0.26 -0.14 -0.39
Net -0.33 0.14 -0.36 -0.42 0.14 0.10 0.05 0.10 0.00 -0.14 0.06
Tray 0.53 -0.10 -0.22 0.29 0.55 0.25 0.14 0.08 -0.14 -0.28 0.05
Env 0.23 -0.09 -0.17 0.19 0.23 0.54 0.28 0.16 -0.02 -0.16 0.14
Org -0.13 -0.19 -0.54 -0.11 0.43 0.24 0.48 0.40 0.09 -0.05 0.12
Safety -0.36 -0.03 -0.13 -0.31 0.00 -0.45 -0.07 0.09 0.38 0.26 0.03
Eco -0.21 -0.03 0.15 -0.13 -0.49 -0.73 -0.40 -0.07 0.55 0.58 -0.14
-Price -0.39 -0.42 -0.71 -0.34 0.21 0.12 0.32 0.16 0.06 -0.23 0.64
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estimates of correlation coefficients between tomato shapes and package types are signifi-
cant, but their values are lower than 0.60, showing a low-to-moderate correlation.

Another interesting result concerns the relationship between certifications of workers’ 
health and safety protection and eco-sustainability. Their correlation is always significant and 
positive, suggesting that consumers who are willing to pay for an eco-sustainable tomato are 
also willing to pay for a health and safety-certified tomato. However, the correlation coeffi-
cients are moderate ranging between 0.41 (for Norway) and 0.68 (for Germany).

Table 5 reports estimates of the market shares for combinations of tomato shape and 
certifications. In all investigated markets, vine tomato shows the higher shares. In all 
countries, this tomato type could increase its market share when certified as produced 
with methods that promote workers’ health and safety, or eco-sustainability.  

Figure 3 displays the estimated choice probability functions for selected product pro-
files along the price/kg dimension, when the baseline is a beef tomato without any addi-
tional attribute. For all graphs we adopted a price ranging from the lower level assumed in 
the choice experiment (1.81 €/kg) to three times the higher level (3 x 2.76 €/kg). 

The top left plots of figure 3 show that as price increases the predicted purchase prob-
ability by Germans of red rich-pulp Italian tomatoes drops rapidly, so that at a price of 6€/
kg it is basically zero except for vine tomato sold loose and certified. 

The function for Norway investigates the simulated effects of eco-sustainable and 
organic certification of red Italian tomatoes, while the function for Russia is about the 
effect of tomato shape. Finally, the function for the UK investigates the role of certifica-
tion for the same tomato profile and demonstrates that in this country consumers have 
the same reactions to price changes regardless the type of certification. 

Figure 4 focuses on co-variation of preferences for tomato shapes, specifically salad 
and date, both of which tends to be disliked compared to the beef tomato baseline. It 
reports the iso-quantile plots for all the countries of bivariate kernel densities of MWTP 

UK

Salad Vine Cherry Date Net Tray Env Org Safety Eco Np

Salad 6.14 -2.66 -0.69 5.70 0.43 0.92 -0.30 -0.02 -0.58 -0.50 0.12
Vine -0.68 2.50 -0.16 -2.63 -0.25 -0.63 0.47 0.51 0.29 0.04 -0.62
Cherry -0.53 -0.19 0.27 -0.50 -0.04 -0.09 0.00 -0.15 0.11 0.14 0.14
Date 0.98 -0.71 -0.41 5.48 0.38 0.73 -0.16 -0.03 -0.42 -0.39 0.09
Net 0.25 -0.23 -0.11 0.24 0.47 0.35 0.10 -0.27 -0.29 -0.41 0.14
Tray 0.49 -0.53 -0.23 0.41 0.68 0.58 -0.04 -0.32 -0.29 -0.40 0.28
Env -0.18 0.44 0.01 -0.10 0.22 -0.07 0.46 0.14 0.06 -0.22 -0.15
Org -0.01 0.28 -0.25 -0.01 -0.35 -0.38 0.19 1.28 -0.07 0.26 -0.20
Safety -0.24 0.19 0.22 -0.18 -0.44 -0.39 0.09 -0.06 0.94 0.53 -0.15
Eco -0.22 0.03 0.29 -0.18 -0.65 -0.57 -0.35 0.21 0.59 0.86 -0.15
-Price 0.08 -0.66 0.44 0.07 0.33 0.61 -0.37 -0.11 -0.26 -0.26 0.36

Note: estimates of variances are reported in the diagonal. Covariance and correlation estimates are 
reported above and below the diagonal, respectively. Correlations are in italic. In bold the estimates 
which are significant with p<0.05.
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estimates in a range of change between -5 to +5 Euro/kg compared to the baseline prod-
uct profile. The price change combinations along each iso-quantile curve represent the 
proportion of the population with the same probability of selecting tomatoes with one of 
the two shapes rather than the baseline beef tomato.

The isoquantiles highlight a positive correlation between salad and date-shaped toma-
toes in the four countries, but the price set combinations with which they relate to the 
baseline are quite different. For German consumers, with a correlation estimate of 0.66, the 
curves cover a much larger set of MWTP values than in the Russian and Norwegian sam-
ples. For the UK consumers, the MWTP ranges are similar to those shown in Germany. 
However, because of the much stronger correlation of 0.98 between the shape attributes, 
the room for a differentiated pricing policy is much reduced. Norwegian and Russian con-
sumers show quite similarly sets in terms of preferences and willingness to pay.

Finally, the estimated models can be used to simulate marginal changes in probability 
of choice within the samples rather than in the population. For example, what would the 
distribution of choice probability be, within the German sample, if all choice tasks includ-
ing the baseline Italian tomato were offered with certification for workers’ health and safe-

Table 5. Market shares for combinations of tomato shapes and certifications.

Shape Certifications Germany Norway Russia UK

Salad org-safety 4% 6% 11% 7%
org-safety-eco 4% 4% 8% 5%

org-eco 6% 6% 10% 7%
safety-eco 5% 5% 17% 8%
env-safety 4% 2% 10% 7%

env-safety-eco 3% 1% 7% 4%
Vine org-safety 45% 29% 28% 45%

org-safety-eco 37% 22% 21% 36%
org-eco 41% 28% 25% 40%

safety-eco 54% 32% 46% 54%
env-safety 39% 17% 20% 48%

env-safety-eco 32% 11% 14% 34%
Cherry org-safety 11% 5% 0% 4%

org-safety-eco 8% 3% 0% 3%
org-eco 8% 6% 1% 4%

safety-eco 12% 5% 6% 8%
env-safety 12% 3% 1% 6%

env-safety-eco 8% 2% 1% 5%
Date org-safety 7% 8% 5% 10%

org-safety-eco 6% 6% 3% 7%
org-eco 6% 8% 5% 9%

safety-eco 8% 7% 8% 11%
env-safety 6% 2% 5% 10%

env-safety-eco 4% 2% 3% 6%



255Multi-country stated preferences choice analysis for fresh tomatoes

ty at a price increased by ten percent? This comes down to computing the choice prob-
abilities for all five alternatives in each choice task, i.e. the probability vectors with the 

Figure 3. Country-level demand functions for some types of tomato.
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price increase for certitication (p1) and without such change (p0) for the baseline tomato. 
Then the difference between the two sets of predicted selection probabilities (p1 - p0) for 
the alternatives with the profile of interest is computed and the distribution of these val-
ues examined. In our case we have 13,071 choice sets containing the baseline profile in 
the German sample. An increase of ten percent would always result in a decreased selec-
tion probability, as shown in Figure 5. This suggests that either the price change should be 
lowered, or some additional positive features should be added, for example organic certi-
fication, that the German consumers seem to strongly appreciate. One can also envisage 
iterating this exercise at gradually lower price increases until a sufficient fraction of the 
within sample predicted choices show a positive value.

Figure 4. Iso-Quantile Plots of Bivariate Kernel Density distributions for MWTP estimates for salad and 
date-shaped tomatoes in the four countries.
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5. Conclusions

We conduct identical surveys across four countries to estimate the marginal WTPs 
for a set of attributes of fresh tomatoes. Estimates were obtained in WTP-space, which 
several authors encourage practitioners to adopt to obtain more reliable, interpretable 
and plausible MWTP distributions. Specific differences in preferences across countries 
have been highlighted in terms of sign and magnitude of the coefficient estimates, condi-
tional MWTPs, correlation coefficients and market shares. Further, simulations of choice 
purchase behaviour were inferred within-sample and at the population level. These were 
discussed with regards to their effects of price changes on tomato profiles in the four mar-
kets, to explore marketing implications of population distributions of marginal MWTPs 
and to exemplify the range of uses analysts can make of these model post-estimations.

The method can produce evidence that could be used to support the design of strate-
gies aimed at consolidating the position of Italian tomatoes on traditional European mar-
kets, such as Germany and the UK; and at the same time, it could help Italian producers 
to identify what types of tomato produce to improve their share in Norwegian and Rus-
sian markets. 

The tomato profile, which shows the highest probability to be purchased in all mar-
kets is vine, red and sold loose (unpackaged). However, some specific tomato profiles 

Figure 5. In-sample simulation of selection probabilities for workers’ health and safety certification at 
10% price increase.
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have been identified for each market. In Germany, where Italian tomatoes are preferred 
to those coming from other countries, consumers ask tomatoes whose quality is certified 
for workers’ health and safety and eco-sustainability, but only within a restricted price 
range, as shown by the in-sample inference, where a ten percent increase was found too 
high. Salad-shaped tomatoes is more likely to be purchased when packaged in trays, while 
the use of this package should be avoided for vine-shaped tomatoes. In the UK, the same 
types of tomato certifications are also appreciated. However, the UK consumers seem to 
be not interested in the country of origin, unlike German consumers. Norwegian and 
Russian consumers adopt an intermediate behaviour. Consequently, tomatoes from Italy 
may not enjoy the same level of competitive advantage abroad, as it is generally assumed, 
and hence export penetration strategies should vary across countries. To sell more toma-
toes in Norway, Italian producers should offer juicy-pulp tomatoes and certify their qual-
ity with organic and worker’s health and safety labels. Cherry tomatoes are more appreci-
ated in the UK market if are packaged in a net. Finally, Russians prefer thin-skin tomatoes 
and appreciate certifications for workers’ health and safety and eco-sustainability, rather 
than for organic production. 

Further research should address some of the limitations of our study in order to con-
firm or disconfirm our findings, which were only illustrative in their nature. In fact, we are 
aware about a number of limitations of our study. They arise from the choices we have been 
forced to make regarding the experimental design and the data analysis. Firstly, to assure 
that the survey respect international quality standards for market research in a cross-country 
context, we decided to collect data engaging a market research company. The use of such 
online survey has grown rapidly in social science and policy research in the last ten years 
(Lehdonvirta et al., 2020). However, it is well known that data generated in this manner 
could be affected by self-selection issues and non-random and non-representativeness of the 
samples, and these limitations should be taken into account in evaluating the external valid-
ity of our results. Further, to reduce the choice task complexity, we simulated a forced choice 
decision context, asking consumers to imagine they had to decide to buy one of the pro-
posed options, without including an opt-out alternative. This decision has been supported 
by Dhar and Simonson (2003) who suggested that forced choice may generate more accu-
rate and complete results in categories of familiar commodities in which the deferral option 
is available but rarely exercised. We assumed that this is the case of our research given that 
participants in our survey are consumers of fresh tomatoes, fresh tomatoes are character-
ized by high versatility in cooking and individual diets, and the expenditure of this product 
has a low impact on the individual/household budget. However, we are aware that this can 
be seen as a limitation of our study. Therefore, market shares estimates could be affected by 
the adopted choice design. This possibility must be taken into account by the reader. Moreo-
ver, each choice card includes several attributes and levels and, despite this well simulates 
the real-life scenario faced by consumers when purchasing fresh tomatoes, at the same time, 
respondents may not have attend to a certain number of attributes. An attribute-not-attend-
ance phenomenon (Hensher, 2010) could consequently affect this survey as a limitation. 
We plan to analyse this eventuality through a further paper, given that it is not the focus in 
this one. Another limitation is related to the econometric approach. We chose to use Halton 
draws for simulations, despite the use of Scrambled Sobol draws could be more appropri-
ate, as demonstrated by Czajkowski and Budziński (2019). Our choice stemmed from the 
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fact that one of the aims of this paper is to provide the reader with estimation and post-
estimation codes used in data analysis to facilitate dissemination. Further, it is worth observ-
ing that we took the exporter viewpoint, and consequently we did not adjust prices accord-
ing to the national purchasing power given that results are mainly presented at a country 
level. Therefore, it is important to underscore that, in the case of a country comparison, the 
same tomato profile could be perceived as relatively cheap or expensive in countries with 
different purchase powers. These cases could affect choice probability estimates. Finally, we 
used maximum likelihood estimators, which suffer from the limitation of local optima, and 
assumed normal and log normal distributions of qualitative attributes and price, respectively, 
for the random parameters. Assumptions of unimodal symmetric distributions surely affect 
our estimates and the analysis might also have been conducted with more flexible semi-par-
ametric mixtures (Train 2016, Caputo et al. 2018, Scarpa et al. 2020).

Despite these limitations, this study presented useful insights into consumer choices 
and their impact on market competitiveness for food producers. It demonstrated how the 
use of stated food choice experiments in a multi-country context is focal to support deci-
sion makers in determining which types of product to grow and promote, how to manage 
the marketing mix, what communication content to emphasize in advertising campaigns 
and how adopt price differentiation strategies in different markets to face consumers’ 
demand.
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1. Introduction

Coffee is grown by 20-25 million families in more than 80 tropical and subtropical 
countries (Bacon, 2005; Vega et al., 2003). Two main coffee species are grown; Arabica 
coffee (coffea arabica) and Robusta coffee (coffea canephora), with the former accounting 
for more than half of the world coffee production. Meeting the growing demand for cof-
fee while safeguarding the genetic biodiversity of coffee is, however, a great challenge for 
policy makers. The advent of biotechnology and conservation of genetic resources hold 
promise to improve phenotypes of high economic importance and bring socially desirable 
outcomes. 

Ethiopia is one of the world’s largest coffee producing countries and known to harbor 
a wide range of coffee genetic diversity in a diverse array of coffee farming systems. There 
are more than 5,000 varieties of Arabica coffee in the country (Labouisse et al., 2008, Tse-
gaye et al., 2014), and they can still be found growing wild or semi-wild in the under-
growth of tropical highland forests. Ethiopian foreign exchange earnings largely depend 
on coffee export. There are four main coffee farming practices in Ethiopia: i) forest coffee, 
accounting for 8-10 % of the production, ii) semi-forest coffee (30-35 %), iii) garden cof-
fee (50-57 %) and iv) plantations (5 %)(Kufa, 2012). Thus, 95 % of the total coffee pro-
duced can be attributed to smallholder farmers.

The productivity of forest coffee and semi-forest coffee farming is about 200-500 Kg 
per hectare, which is lower than the national average productivity (600 -700 Kg per hec-
tare). The coffee species in the forests and farms vary in productivity per hectare, appear-
ance and internal genetic structure (López-Gartner et al., 2009). The vast genetic variabil-
ity in Coffea arabica genotypes of Ethiopia provides opportunities for creating coffee vari-
eties, through selection and hybridization, with good yield performance, distinct quality 
characters, and resistance to major diseases. 

The few common pests and coffee diseases include coffee berry disease (CBD) (Colle-
totrichum kahawae), coffee root-knot nematode (Meloidogyne spp.) and coffee rust (Mul-
ler et al., 2009; Dubale & Teketay, 2000). The threat of CBD remains prevalent in coffee 
growing regions despite research efforts and policy interventions encouraging planting of 
disease resistant coffee varieties and fungicide spraying. Pest and disease resistant culti-
vars yield economic benefits because they reduce yield losses and pesticide costs of coffee 
growers (Hein & Gatzweiler, 2006).

Previous studies and policies on annual crops narrowly focus on evaluating the ben-
efits of high yielding varieties,  but farmers’ adoption of these improved varieties is low 
(e.g., Dalton, 2004; Shiferaw et al., 2014; Zeng et al., 2014). In addition, evidence from 
multi-attribute crop studies in developing countries show that farmers exhibit higher 
preferences for drought tolerant than high yielding crops (Asrat et al., 2010; Kassie et al., 
2017). However, these studies examine farmers’ preferences for crops such as teff (Eragros-
tis abyssinica) and maize. In contrast, coffee is arguably more robust to weather shocks 
than annual crops, but the practice of coffee farming is more challenging because of long-
lasting effects of farming decision, less opportunities for inter-annual agronomic adjust-
ments, as well as the ecological importance of preserving genetic diversity.

Farmers focus on their private economic benefits, and select and cultivate coffee vari-
eties based on the benefits they obtain and/or expect to obtain from a particular trait 
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(Hein & Gatzweiler, 2006). However, farmers’ emphasis on adoption of high yield coffee 
varieties could erode the genetic diversity of coffee in the forests and the semi-forest coffee 
farms. Fluctuating market price of coffee, coffee diseases, increased frequency of extreme 
weather events, and substitute cash crops like khat (Catha edulis) can also reduce the 
genetic diversity of coffee. 

In coping with the environmental stressors, farmers’ selection of coffee varieties to 
cultivate and maintain on their farm along with natural processes over generations of 
cultivation shapes the genetic structure of coffee (Baidu-Forson et al., 1997; Smale et al., 
2001). Farmers’ interest in increasing yield per hectare, reducing yield loss or shortening 
the waiting period to start harvesting a normal yield might motivate their decisions to 
cultivate new varieties and maintain them in their fields. 

Climate change is threatening global coffee yields as changing temperatures and rain-
fall patterns affect plant growth. The changing climate may also be leaving coffee plants 
more vulnerable to diseases. Thus, in the age of climate change it is important to conserve 
the genetic diversity in Arabica coffee in countries like Ethiopia, as this genetic pool is 
likely to improve the possibilities for adapting coffee growing to future climates and secure 
the livelihood of smallholder coffee farmers in developing countries (FAO 2015)..

This paper aims at increasing our understanding of Ethiopian smallholder farmers’ 
preferences for Arabica coffee traits. This knowledge can be used to construct breeding 
programs for coffee varieties farmers are likely to adopt, and thus conserve in-situ. For 
example, if farmers have strong preferences for high yield traits, they are more likely to 
maintain such varieties in their farmed fields. However, the farmers would then be less 
likely to cultivate or maintain other coffee varieties with lower yields, but with drought 
tolerance and other traits that could critically affect the future ability of coffee to adapt 
to climate change. In order to preserve these traits, ex-situ conservation efforts would be 
needed to supplement on the farm (in situ) conservation.   

While previous studies of Ethiopian smallholder farmers have examined trait prefer-
ences for annual crops like teff and sorghum (Asrat et al., 2010), and found environmental 
adaptability and yield stability to be important, very little is known about the trait prefer-
ences of farmers for perennials like coffee. 

This paper seeks to answer the following three research questions: 1) Which traits of 
Arabica coffee varieties do smallholder farmers prefer to cultivate? 2) Are there trait pref-
erence variations among the farmers? 3) Which sociodemographic factors explain the var-
iations in farmers’ preferences for coffee traits?

We employ a discrete choice experiment (DCE) to elicit farmers´ preferences and 
willingness-to-pay (WTP) for improvements in the following traits of Arabica coffee:  i) 
yield per hectare, ii) weather tolerance, iii) diseases resistance, and iv) the maturity peri-
od. We also explore the preference heterogeneity among the smallholder farmers, and the 
sources of heterogeneity. The latter  is found to be important for designing targeted com-
munication programs,  differentiated product offerings, and for identifying market seg-
ments and market niches (Allenby & Rossi, 1999). Thus, the results from this study can be 
used in the dissemination and adoption of improved coffee varieties.
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2. Method and Data

2.1 Description of the Study Area 

The study area is the Raya Alamata and Raya Azebo districts of the regional state 
of Tigray in northern Ethiopia. The study area is located about 600 km north of Addis 
Ababa, the capital of Ethiopia and 180 km south of Mekelle, the capital of the regional 
state of Tigray with about 4 million inhabitants. Most people in this rural area base their 
livelihood on rain-fed agriculture. The study area includes most of the Raya valley, which 
is one of the focal areas for agricultural expansion with its fertile soils and high agricul-
tural potential. The Ethiopian Ministry of Water Resources initiated a hydrogeological 
study in the Raya valley in 2008 aiming to encourage farmers to adopt new technologies 
to improve productivity and ensure food security in the region (Ayenew et al., 2013). The 
study area, like the other regions in Ethiopia, has seen frequent variability in the weather; 
i.e. fewer normal years and more frequent droughts and flooding (Siam & Eltahir, 2017). 
Higher rainfall variability in the region has become a challenge for agriculture and envi-
ronmental conservation as farmers have not adopted technologies that could mitigate crop 
yield losses. 

Agriculture, being the main source of livelihood activity, involves a mixture of food 
and cash crop production. The main crops grown are maize, sorghum and teff; but also 
coffee and khat are found.  Fruits are also grown as cash crops in the lowland areas. 
Although annual rainfall is moderate, ranging from 450 to 600 mm, the availability of 
farmland and fertile clay loam soils makes the area well suited to crop production. Since 
2001/02, the regional government has made unsuccessfully efforts to get khat producers 
to convert to coffee production. The regional government has banned transportation, sell-
ing and buying of khat in the regional markets during the coronavirus pandemic state of 
emergency, and is planning to introduce new lasting laws to permanently prohibit the use 
and marketing of khat. One of the tentative measures proposed is to provide subsidies and 
other incentives to farmers that convert from khat to coffee farming. Thus. understanding 
farmers’ preferences for coffee traits, and factors explaining potential preference heteroge-
neity among these farmers, could help us understand how effective alternative measures 
would be and improve their design.

2.2 Design of survey, choice experiment and attributes

2.2.1 Survey instrument

Discrete Choice Experiments (DCEs) enable us to study goods and attributes for 
which no market exists (Hanley et al 2001). We use DCE to evaluate farmers’ preferences 
for the various traits of coffee varieties, as the other Stated Preference technique of Con-
tingent Valuation is not able to value each individual trait. The DCE  approach is based on 
a combination of Lancaster’s household production theory (Lancaster, 1966), and McFad-
den’s random utility theory (McFadden, 1973). Lancaster’s household production theory 
states that the total utility of a good is derived from the characteristics or attributes of 
the good (Lancaster, 1966); while the random utility maximization (RUM) model is used 
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for analyzing discrete choices, based on the assumption of utility maximizing behavior of 
individuals (McFadden, 1973). In DCEs, individuals are asked to make repeated hypothet-
ical choices among alternatives in choice sets where the pre-specified levels of the different 
attributes vary.

The final survey instrument was designed in a stepwise process; including  discussions 
with key informants and experts from Mekelle University,  focus group  discussions with 
the farmers; and a series of pretests of the survey instrument prior to the final survey; 
see table 1. We conducted pre-test surveys in April and May 2016 in four villages in the 
study area. In the first exploratory survey, we used a structured questionnaire, and carried 
out face-to-face interviews with informed village community members and local agricul-
ture and development extension agents in the study area. The focus group discussants (N= 
20, in five groups, each with four participants) and informant interviewees were used to 
determine the coffee attributes that were most important to them and to the community. 
In a pre-test survey we tested the questionnaire on a broad range of respondents in order 
to reflect the variation we expected to see in the final survey sample and checked whether 
respondents understood the questionnaire. We kept refining and clarifying the attributes 
and their levels using reports and opinions from discussants to make them easier for the 
respondents to understand. 

Using information from the pre-testing, focus group discussions, key informants, 
model farmers and extension workers in the study area as well as discussions with experts, 
we selected five coffee attributes to define new coffee variety alternatives. 

The questionnaire was translated into the local language (Tigrigna), and a pre-test 
face-to-face survey was conducted in May 2016. 36 farmers from the study area who were 

Table 1. Description of process of developing the Discrete Choice Experiment (DCE) survey.

Stage Research activity Period Description Purpose 

1.
Literature review and semi-
structured interviews with 

key stakeholders in the area

March-April 
2016

Identification of coffee 
attributes, and farming 

practices in the case study 
area 

Identify relevant attributes 
to include in the DCE, and 

sociodemographic and other 
factors explaining farmers´ 

choices 

2.

Focus groups
(5 groups; each with four 
discussants; N=20), used 

both to explore and to pre-
test a tentative version of 

the DCE 

April-May 
2016

Assess farmers’ perception 
towards the coffee attributes 

and climate change

Identify and refine relevant 
attributes to include in the 

DCE exercise, and questions 
to map factors affecting 

respondents´ choices

3
Pre-test survey 

(N =36 face-to-face 
interviews)

May 2016

Test survey instrument 
and follow-up questions 

about the attributes and the 
credibility of the valuation 

scenarios/ choice cards 

Check whether the 
choice cards and 

questions are found to be 
realistic, acceptable and 
understandable to the 

respondents 

4.
Final Survey 

(N = 358 face-to-face 
interviews)

May-August 
2016

Assess preferences of 
the local people towards 
different coffee attributes 

Conduct the DCE exercise 
with the selected coffee 

attributes 
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engaged in farming activities (not only coffee production) at the time of the survey were 
randomly selected for the pre-test. During the pretest of the DCE, the choice sets included 
“quality” and “marketability” attributes, and each choice set had three alternatives and an 
opt-out option (i.e. none of the alternatives). Each alternative was characterized by five 
attributes. In the pretest, the respondents reported the choice sets to be too complex. 
Therefore, we changed each choice set in the final survey to include only two new alter-
natives and the opt-out option, where the alternatives included four non-monetary coffee 
attributes and a cost attribute.  

Previous studies have shown that the use of labeled alternatives in DCE has a sig-
nificant effect on individual choices, and could reduce respondents’ attention to the actu-
al attributes and make them look only at the labels of the alternatives (Jin, Jiang, Liu, & 
Klampfl, 2017). Since the goal of this study is to examine preferences for coffee traits, the 
choice sets comprised the unlabeled alternatives: “Alternative A” and “Alternative B”; and 
the opt-out alternative “Neither Alternative A nor Alternative B”, having no additional cost.  

The final survey was conducted from May to August 2016 by seven experienced inter-
viewers who were trained for three days in survey techniques. They conducted face-to-
face interviews of a random sample of 358 heads of farming households in the study area. 
During the interview, interviewers started by explaining the proposed breeding program 
and possible improvements in the coffee traits/attributes in order to help respondents to 
prepare for the choice cards. After addressing questions from the respondents, if any, the 
interviewers proceeded to the DCE. Afterwards, information about the sociodemographic 
characteristics of respondents were collected. 

2.2.2 Design of attributes

The procedure in the final selection of attributes and definition of attribute levels is 
based on a review of previous studies (Asrat et al., 2010; Wale & Yalew, 2007), and exami-
nation of opinions expressed in the carefully crafted focus group discussions that include 
experienced and model farmers, ordinary farmers (mainly coffee breeders)  and agricul-
tural researchers as well as extension workers in the area. The experts on crop breeding 
and agricultural researchers have hands-on experience and practical knowledge about 
which coffee attributes are important. Similarly, the discussants reported that they consid-
ered the attributes as important for their selection of a particular coffee variety. The addi-
tional payment to fund the breeding program to improve the coffee attributes is presented 
as an extra cost of the seedlings for that particular coffee plant and is included along with 
the coffee attributes. Thus, the attributes included in the choice sets are: i) yield, ii) weath-
er tolerance, iii) disease resistance, iv) maturity period, and v) extra cost of the seedling. 
Table 2 provides a description of the attributes and their levels. 

Yield refers to the increase in average productivity of a coffee variety in quintal (1 quin-
tal (Q) = 100 kg) per hectare. The improvement in yield has been emphasized by policy 
makers and development practitioners aiming at increasing farmers´ income and ensuring 
food security. The yield attribute has three levels:  no change (the current yield per ha), and 
1/4th (one fourth) and 1/3rd (one third) increase in productivity. The current yield per ha 
varies across different production systems and the coffee varieties. The average productivity 
in quintals per hectare (Q/ha) is 2-3 for forest coffee, 4-5 in semi-forest coffee, 7-8 for gar-
den coffee and 9 for plantation coffee; and the national average is 6-7 Q/ha. The productiv-
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ity for selected varieties and hybrid varieties is in the range of 6-17 Q/ha and 15-24 Q/ha, 
respectively. Increased yield per hectare raises household income and is expected to have a 
positive effect on farmers´ willingness-to-pay (WTP) for seedlings of a coffee variety. 

Weather tolerant and disease resistant traits are associated with the performance of 
the coffee variety in terms of giving a stable yield. Weather tolerance refers to the capacity 
of the coffee variety to withstand drought and frost, and to give a stable yield year after 
year. This attribute has three levels: no change (meaning little drought or frost tolerant), 
drought tolerant, and drought and frost tolerant. Disease resistance refers to the resilience 
and resistance of the coffee variety to diseases and pest infections when there is neither 
drought nor frost and it gives a stable yield year after year. The disease resistance attribute 
has three levels: no change (meaning little disease resistant), resistance only to common 
diseases, and high resistance to common and uncommon diseases. Increased weather tol-
erance and disease resistance are expected to increase farmers´ WTP for coffee traits.

Maturity period refers to the duration of time (in years) the coffee plant need to fully 
develop and start giving a normal yield. The maturity period attribute has two levels: five 
years and three years. An increase in the maturity period of the coffee is expected to have 
a negative effect on people’s wellbeing and their preferences for the coffee variety. The Cost 
attribute is defined as extra costs per seedling. The average cost of a coffee seedling in the 
area at the time of the survey was approximately ETB 5-7. 

2.2.3 Experimental design

This study employs an orthogonal main effect experimental design (OMED) to com-
bine attribute levels and create choice sets. In creating the choice sets, we used the R soft-

Table 2. Attributes and attribute levels, including the “no change” levels of the opt-out option, used in 
the discrete choice experiment. 

Attribute Description Attribute levels

Yield  Increased average productivity in terms of yield per 
hectare of a particular coffee variety 

No change*, 1/4th increase, 1/3rd 
increase 

Weather tolerance  
Whether the coffee variety is tolerant to drought 

and frost and gives stable yield in the face of such 
weather stress factors.

No change*, Drought only tolerant, 
Drought and frost tolerant

Disease resistance
Whether the coffee variety gives stable yield despite 
the occurrences of coffee diseases or pest infections 
in scenarios of no drought and/or no cold weather. 

No change*, Moderate disease 
resistant, Strong disease resistant

Maturity period The time (in years) the coffee variety needs before 
giving its first normal yield.       No change*, 3 years, 5 years

Extra Cost per 
seedling

The additional payment, in Ethiopian Birr (ETB), an 
individual farmer is expected to pay per seedling 0, 7, 15, 20, 25 ETB

Notes: # ETB = Ethiopian birr; at the PPP conversion factor on 31 December 2016, 1 USD=8.68 ETB. 
* “no change” in the opt-out option correspond to a maturity period of approximately 7 years for the 
traditional coffee varieties.  No change to weather tolerance and diseases resistance traits are associ-
ated with a little drought and frost tolerance and a little disease resistance, respectively. The opt out 
traits/attribute levels are not included in constructing the hypothetical choice sets. 
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ware version 3.3.2 and adopted the code by Aizaki (2012)  to execute the experimental 
design and randomly assign the choice sets into two blocks. The experimental design cre-
ates 16 choice sets, and the two blocks include 8 choice sets each. Figure 1 shows a choice 
set as it was presented in a choice card to the respondents.  The choice tasks put respond-
ents in a hypothetical setting, offering them choice sets comprising two new alternative 
coffee varieties (presented as “Alternative A” and “Alternative B”), and an opt-out option 
(“Neither Alternative A nor B”).  The two new coffee varieties come at an extra cost of the 
seedling in order to cover the costs of developing a new variety. The opt-out option has no 
extra cost of the seedlings as the farmers will then have the traditional coffee variety. The 
alternatives in the choice sets differ in one or more of the attribute levels.

The respondents are randomly assigned to the two blocks, and asked to choose his or 
her most preferred alternative in a sequence of eight choice sets. The respondents are sub-
jected to only eight choice sets each, with the aim of attaining  a balance between fatigue 
and learning (Caussade et al., 2005). 

Similar to Meyerhoff and Liebe (2009), this study imposed restrictions to avoid unre-
alistic choice tasks by making the new alternatives have at least one higher attribute lev-
el than the opt-out alternative. This avoids new alternatives having inferior values to the 
opt-out option, but they can have higher extra costs. However, dominant choices created 
from the experimental design were also presented to the respondents as the removal of 
irrational or inferior preferences from the choice experiments could affect statistical effi-
ciency (Lancsar & Louviere, 2006).  Besides, the presence of new alternatives with higher/
lower non-monetary attribute levels but less/equal cost (dominant/dominated alternatives) 
than other alternatives could help to examine whether respondents pay enough attention 
to and understand the choice task. Further, having generic alternatives such as “Alternative 
A” and “Alternative B” can make respondents focus on the attributes/traits rather than the 
labels we could have put on the alternatives/ coffee varieties. 

Figure 1. Example of a choice card as it appeared in the questionnaire in the final survey. The “Neither 
A nor B” alternative to the right is the opt-out option.

Which	of	the	following	coffee	varieties	do	you	prefer?	Alternative	A	and	Alternative	B	would	

entail	a	cost	to	your	household,	while	no	payment	would	be	required	for	the	“Neither”	option	

	 Alternative	A	 Alternative	B	 	

Neither	

Alternative	A	nor	

Alternative	B:	

I	prefer	none	of	

the	new	varieties	

Yield					 1/4th	increase	 1/3rd	increase	

Weather	tolerance	 Drought	and	frost		 Drought	

Disease	resistance				 Disease	resistant		 Disease	resistant	

Maturity	duration					 3	years	 5	years	

Cost	per	seedling									 ETB	5	 ETB	20	

I	would	prefer:												Alternative	A	_____					Alternative	B	____									Neither	____	
Note:		ETB	=	Ethiopian	birr;	1	USD=8.68	ETB	in	terms	of	Purchase	Power	Parity	(PPP)	corrected	exchange	rate	on	December	
31st,	2016.		
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2.3 Sample characteristics

In the final survey we interviewed 358 farmers residing in the rural areas of Raya 
Alamata and Raya Azebo districts of Tigray in northern Ethiopia. We applied proportional 
sampling to give larger quota to districts and villages with larger population and vice versa, 
and systematic random sampling to select farmers from household head name lists in sub-
district offices. According to the most recent Ethiopian Central Statistical Agency census 
report (CSA, 2007), the total number of households in Raya Alamata and Raya Azebo was 
20,532 and 32,360, respectively. Accordingly, the proportion of sampled household heads 
from the two districts was 60 percent from Raya Azebo and 40 percent from Raya Alamata. 
The sociodemographic characteristics of the farmers are presented in Table 3.

2.4 Model specification and estimation

The conditional logit model is commonly used to analyze consumer choice behavior 
based on random utility theory (McFadden, 1974). Conditional logit assumes the idiosyn-
cratic errors to be independently and identically distributed (IID) extreme values, and the 
tastes for observed attributes to be homogeneous. Evidence shows that individuals exhib-
it significant heterogeneity in preferences for goods and services (see Alberini & Ščasný, 
2013; Allenby & Rossi, 1999; Birol, Karousakis, & Koundouri, 2006). Mixed logit (MIXL) 
models relax the independence of irrelevant alternative (IIA) assumption of the more 
restrictive closed-form discrete choice models and allows for heterogeneity of preferences 
for observed attributes (Hensher & Greene, 2003; McFadden & Train, 2000). In this mod-
el, utility U is assumed to be latent, but observed only with the choice Y of alternative j (0, 
1, 2) by individual i (i=1, … 358) in choice set t (t=1,2, … 8). A utility function given a 
choice set t with j alternatives for individual i can be written as; 

Uijt=βiXijt+εijt

Table 3. Description of sociodemographic variables used to explain the variations in farmers’ prefer-
ences for the selected coffee traits.

Variable Mean Median Std. Dev. Definition 

Age 43.2 40 13.6 Age of the household head; in years

Family size 5.6 6 2 Total number of family members in the household (including 
the respondent)

Education 1.8 0 3 Education level of household head; in years

Market 60 60 49.9 The distance to the main market from home; walking time in 
minutes

Farm size 2.9 3 1.9 The area of the farmed land the farmer owns; in Timad (1 
hectare= 4 Timad)

Irrigable land 0.44 - 0.5 Whether the farmer owns irrigable land; 0=No; 1=Yes

Experience 0.28  - 0.47 Whether the farmer has ever managed a coffee farm (now or 
before); 0=No; 1=Yes
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where Xijt is a vector of observed explanatory variables including coffee attributes and 
sociodemographic characteristics, βi is a vector of conformable parameters (unknown util-
ity weights) the individual assigns to these variables; and εijt is a random term that does 
not depend on underlying parameters or observed data, with zero mean and IID over 
alternatives. The utility weight (βi) for a given attribute is given as; 

βi=β+δ’ivij

Where β is a vector of mean attribute utility weights in the population, δ is a diago-
nal matrix which contains the standard deviation (σ) of the distribution of the individual 
taste parameters (βi) around the mean taste parameter (β), and vij is the individual specific 
heterogeneity with mean equal to 0 and standard deviation of 1. The MIXL model permits 
random parameters to vary over individuals, and not observation, in order to measure 
interpersonal heterogeneity. The vector Xijt, can include 0/1 terms to allow for alternative 
specific constant (ASC), where ASC takes the value 1 for “Alternative A” and “Alternative 
B” and 0 for the opt-out option. ASC accounts for the systematic differences in choice 
patterns between the alternatives. Behaviorally speaking, the ASC parameter reflects the 
average effect of various components such as endowment effect, status quo bias, omission 
bias, and the impacts of complexity such as fatigue effects and other unobserved attributes 
(Boxall et al, 2009; Meyerhoff & Liebe, 2009). The inclusion of an opt-out option can also 
reflect actual behavioral phenomena by avoiding forced demand, and hence improves the 
reliability of the welfare measures (Boxall et al., 2009; Veldwijk et al., 2014).

We set the parameters on yield, weather tolerance, disease resistance and maturity 
period attributes as random and with normal distribution, and the parameter on the cost 
attribute is set as fixed. A positive sign for significant coefficients of the attributes in the 
econometric estimation indicates a positive effect of the increase in the respective attribute 
on farmers’ preferences, whereas a negative sign indicates a negative effect of the attrib-
ute on their preferences. Statistically significant coefficients on the attributes also enable 
the calculation of WTP for a change in the attribute. In a utility function linear in its 
parameters, the marginal WTP equals the negative ratio of the respective coefficient of 
non-monetary attribute and the coefficient of the monetary attribute (Hensher & Greene, 
2011). The WTP estimates presented in Table 4 refer to a marginal, one level change in 
the attributes. The attributes levels included in this model are presented in Table 2, and 
the sociodemographic variables are defined in Table 3. 

The coefficients in MIXL models are estimated with a simulated maximum likelihood 
estimation technique. This study used the gmnl-package by (Sarrias & Daziano, 2017) in 
R software version 3.3.2 to estimate the coefficients on alternative attributes and sociode-
mographic variables. Since the sociodemographic variables do not vary across choices/
observations, their interaction with ASC are included to test whether they explain the 
observed taste variations across farmers or are random parameters across individuals. 
Akike information criteria (AIC), Bayesian information criteria (BIC) and likelihood ratio 
tests are used to compare the goodness of fit of the model and select the model with supe-
rior goodness of fit compared to other models. The inclusion of the sociodemographic 
variables in the MIXL model is used to uncover the factors explaining farmers’ preference 
heterogeneity. 
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3. Results and Discussions 

Standard multinomial logit (MNL) models were estimated first, before proceeding to 
MIXL models. Table 4 presents the results. Other models such as Scaled-multinomial logit 
model and generalized multinomial logit model were also estimated; see appendix A-1. 
The results from the MIXL models show superior fit to the data in this study. In the MIXL 
estimation, we set the coefficients on the attributes yield, weather tolerance, disease resist-
ant and maturity duration to be random parameters with normal distribution, while the 
coefficient on the cost of seedlings is fixed in order to use it to compute WTP estimates. 
The maturity duration and cost of seedlings attributes are continuous variables; while the 
yield, weather tolerance and disease resistance attributes are categorical. 

The coefficient on ASC is significant and positive, implying that farmers prefer the 
new alternative varieties at some additional cost to the existing varieties that come at 
no additional cost. Less than two percent of the respondents chose the opt-out option, 
but none of these respondents protested the proposed coffee variety development pro-
gram and the changes in traits/attributes. Although the interviewers were trained to avoid 
experimenter demand effects (Zizzo, 2010), i.e. the respondent trying to please the inter-
viewer by saying what they assumes the interviewer would like to hear, we cannot rule out 
that this effect might have contributed to the low opt-out percentage.

ASC captures the average effect of all relevant factors that are not included in the 
model. Thus, farmers´ choice of new improved varieties over the traditional ones seem to 
be motivated not only by coping with frequent weather changes and occurrence of coffee 
diseases, but also by the desire for high yield and early maturing traits.  

Results from the MIXL model show that the estimated coefficients on yield, weath-
er tolerance, disease resistance and maturity duration are all statistically significant. 
This implies that any developments in the specified coffee traits have significant effects 
on farmers’ preferences for coffee varieties. The parameter on the yield attribute is 
interpreted in relation to an increase in productivity per hectare or an increase in farm 
income resulting from cultivating a coffee variety. The weather tolerance trait enhances 
resilience against drought and frost, while the disease resistance trait increases resil-
ience against coffee diseases and pest infections occurring under “no drought” and “no 
frost” weather conditions. Thus, the coefficients on disease resistant and weather toler-
ant traits can be interpreted as farmers´ preferences for yield stability or resilience to 
risk of yield loss, and hence is also as an indicator of farmers` risk preferences. The 
parameter for the maturity period attribute reflects the time preference of farmers. The 
signs of the coefficients for all attributes/traits are consistent with standard economic 
theory as farmers prefer increased weather tolerance, higher disease resistance, and 
higher yield per hectare, but reduced duration of the maturity period and lower extra 
cost per seedling. 

The significant and positive coefficient for the yield attribute implies that farm-
ers prefer high yield coffee varieties to low yield coffee varieties, holding all other things 
constant. This implies that improvement in productivity per hectare of a coffee variety 
increases the farmer’s preference for this variety. Previous DCE studies of annual crops 
(Asrat et al., 2010; Kassie et al., 2017) showed  farmers  to have similar positive prefer-
ences for the yield improvement attribute.
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Weather tolerant and disease resistant attributes are associated with the ability of a 
coffee variety to withstand environmental stressors and to give stable yield. The estimat-
ed coefficients for these two attributes are consistently significant and positive. This could 
imply that farmers are willing to pay more for seedlings with these traits and are thus will-
ing to give up part of their income in order to ensure stable yield. A DCE by Asrat et 
al. (2010) assessing  the trait preferences of Ethiopian farmers for sorghum and teff crop 

Table 4. Results of the MNL model and MIXL models without (MIXL1) and with (MIXL2) sociodemo-
graphic determinants of preferences heterogeneity.

MNL model MIXL1 model MIXL2 model  

ASC 4.621*** 8.750*** 6.825***  
(0.220) (0.572) (0.600)    

Yield high 0.754*** 1.078*** 0.838***  
(0.065) (0.117) (0.231)    

Weather tolerant 0.970*** 1.292*** 1.453***  
(0.067) (0.135) (0.284)    

Disease resistant 0.929*** 1.425*** 2.713***  
(0.061) (0.131) (0.521)    

Maturity duration -0.452*** -0.548*** -0.665***  
(0.034) (0.071) (0.129)    

Cost of seedling -0.044*** -0.058*** -0.065***  
(0.005) (0.006) (0.009)    

Yield high. Experience 0.028*    
(0.012)    

Weather tolerant. Irrigation -0.001*    
(0.001)    

Disease resistant. Education -0.018*    
(0.009)    

Disease resistant. Age -0.063     
(0.045)    

Maturity duration. Education 0.051**   
(0.018)    

Maturity duration. Market -0.005     
(0.004)    

Maturity duration. Experience -0.001*    
(0.001)    

N 2860 2860 1869         
Log-likelihood -1765.161 -1594.251 -1131.047     

BIC (BIC/N) 3578.073
(1.251)

3315.839
(1.159)

2435.356    
(1.303) 

AIC (AIC/N) 3542.321
(1.239)

3220.502
(1.126)

2308.094  
(1.235)   

Note: Standard error in parentheses. ***, ** and * denote significant at the 1, 5 and 10 % level; respec-
tively.
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varieties showed that  farmers are willingly forego some income or yield to obtain a more 
stable and environmentally adaptable crop variety. The coefficient on the maturity period 
is significant and negative, indicating that farmers prefer early maturing coffee varieties 
over those coffee varieties that take longer to start giving normal yield. Similarly, experi-
mental evidence on rice traits in western Africa showed farmers to be willing to pay for 
early maturing traits (Dalton, 2004) Note, however, that both Asrat et al. (2010) and Dal-
ton (2004) looked at annual crops, while coffee is a perennial crop. 

Policy makers often stress the importance of high yield varieties to meet the grow-
ing demand for food, but adoption of high yielding variety technologies is low. Our study 
shows that farmers are willing to pay more for improving traits associated with yield sta-
bility, such as weather tolerant and diseases resistant traits, than for increasing the yield 
per hectare or early maturity. The magnitude of the coefficients corresponds to the impor-
tance the farmers put on the traits. In a related study, Kassie et al. (2017) examined farm-
ers’ preferences for drought tolerant maize in rural Zimbabwe, and found that farmers are 
willing to pay five times more for a variety with a drought tolerance trait than for a variety 
providing an additional ton of yield per hectare. This implies that farmers are willing to 
forgo an increase in yield per hectare to get a stable yield on the farm. The subsistence 
nature of agriculture and escalated poverty in the area might restrain them from adopting 
a high yield cash crop variety technology with some risk and keep farmers trapped with a 
low yield and low cost variety technology. 

Table 4 also reports the coefficients of sociodemographic factors that can explain 
preference heterogeneity among the farmers. Heterogeneity around the mean of the taste 
parameters is consistently apparent with respect to yield, weather tolerance, diseases 
resistance, and maturity duration traits. Therefore, we included age, education, experi-
ence with coffee farming, access to irrigation and distance to market in order to assess 
the observed sources of variation and to identify factors responsible for the heterogeneity. 
Note that the models in Table 4 are not directly comparable in the conventional model fit 
criteria of log likelihood, Akaike Information Criterion (AIC) and Bayesian Information 
Criterion (BIC); as the number of observations in the model with the sociodemographic 
factors (MIXL2) is much smaller than in the models without these variables. Although 
BIC divided by number of observations (BIC/N) is higher in MIXL2, this is not the case 
for the AIC/N. Thus, we cannot conclude that the inclusion of these sociodemographic 
factors increases the model fit.  We focus on the estimates from the MIXL model since the 
results demonstrate the presence of preference heterogeneity among the farmers. Educa-
tion, access to irrigation, and experience of the farmer in coffee farming were found to be 
the factors that explain variation around the average level of taste preference for the traits. 
About 28% of the respondents reported having some experience in coffee farming activi-
ties, which explains preference variations for high yield and early maturing traits. 

Considering the high yield trait, farmers with experience in coffee farming exhibit high-
er preferences for improvements of yield per hectare than farmers without experience. Some 
farmers in the study area are replacing low yield coffee varieties with improved coffee varie-
ties, while others are shifting towards cultivation of other more lucrative cash crops such as 
khat. Farmers with relatively high levels of literacy are found to have lower preferences for 
disease resistant traits. This finding coincides with Gächter et al (2007)  that found increased 
level of education to decrease loss aversion. On the other hand, farmers with better access 
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to irrigation reveal lower preferences for weather tolerant coffee traits than the farmers who 
have no access to irrigation. This is as expected as farmers’ lack of access to irrigation could 
increase their vulnerability to drought, and thus their risk aversion. 

The coefficient on the maturity duration attribute is negative. A negative significant 
coefficient on maturity duration indicates that an increase in maturity duration of the cof-
fee variety reduces farmers’ preferences for that particular variety. Farmers’ years of edu-
cation reduces the negative effect of increasing maturity duration of late-maturing coffee 
varieties, whereas coffee farming experience increases the negative effect of increasing 
maturity duration. The could be explained by farmers´ private discount rate to increase 
with age and decrease with educational level and literacy, as observed by (Kirby et al., 
2002). These days, almost the entire coffee farming area in the study area has been turned 
into production of khat and other cash crops. Thus, farmers with coffee farming experi-
ence tend to be older, and older farmers could have higher private discount rates and thus 
prefer early maturing traits. 

In DCE analysis, the coefficients in themselves have no direct economic interpreta-
tion, but the negative ratio of the coefficients of the attribute to the cost coefficient give 
the marginal WTP estimate for the changes in the attributes (Hensher & Greene, 2003). 
Positive and negative marginal WTP estimates reflect utility and disutility of the attrib-
ute, respectively. The WTP for a change in an attribute level combined with the increment 
in the attribute level, leaves the deterministic part of the respondent’s utility for a profile 
unchanged (Fiebig et al 2010) Table 5 presents the marginal WTP of the four coffee traits. 

Observing the marginal WTP estimates (deferring the heterogeneity, i.e. the MIXL2 
model), the farmers are willing to pay more for frost and drought tolerance as well as dis-
ease resistance traits, compared to increased yield. The premium is 2-3 times the amount 
they are willing to pay for a 1/3rd increase in the yield of 1 quintal/ha (1 quintal = 100 
kg). This compares well with a similar study of farmers’ preference for maize traits in 
Zimbabwe. Kassie et al. (2017) showed that the value farmers attach to drought tolerance 
is about five times higher than the WTP they attach to changing a variety. Our results 
also reflect the difficulties in making inter-annual adjustment in coffee farming practices. 
These results can explain the prevailing low adoption of high yield varieties by farmers in 
Ethiopia (Wale & Yalew, 2007). 

The coefficient on the maturity period is significant and negative, which implies that 
an early maturity trait is more preferred to a late maturing trait. The negative sign implies 

Table 5. Marginal WTP; in Ethiopian Birr (ETB) (1 USD=8.68 ETB in terms of Purchase Power Parity (PPP) 
corrected exchange rate on December 31st 2016). 

Attributes WTP Estimates from the  
MIXL1 model 

WTP estimates from the  
MIXL2 model

ASC 150 105
Yield, high 18 13
Weather tolerant 22 22
Disease resistant 24 42
Maturity period -9 -10
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that farmers are willing to give up part of their income or yield to shorten the waiting 
period for the full development of the coffee plant and to start harvesting normal yield. In 
other words, farmers have disutility from a delay in the time it takes for the coffee seed-
ling to give normal yield. 

The significant and positive coefficient on ASC implies that other unobservable sys-
tematic factors also increase farmers’ preferences for new alternative coffee variety over 
traditional varieties. 

To summarize, the WTP results confirms that farmers prefer stable yield varieties (i.e. 
high disease resistant and weather tolerant traits) to high yield varieties or early maturing 
varieties, holding all other things constant.

4. Conclusion

Understanding farmers’ preferences for coffee traits can help develop policies and breed-
ing programs for new varieties that integrate traits in demand by the farmers, and thus 
increase farmers’ adoption of new varieties. Using a discrete choice experiment, this paper 
examines farmers’ preferences for increased yield, weather tolerance in terms of adapta-
tion to drought and frost, disease resistance, and early maturing traits of Arabica coffee. 
The results show that farmers are willing to cultivate and pay more for weather tolerant and 
disease resistant coffee varieties than high yielding and early maturing ones. This indicates 
that farmers prefer improvements in yield stability traits to traits that maximize yields. Thus, 
crop-breeding programs aiming for larger uptake of new coffee varieties among farmers in 
order to increase coffee production should primarily develop weather tolerant and disease 
resistant varieties and combine them with high yield and early maturing traits. 

The trait preferences of smallholder farmers also have implication for in-situ versus 
ex-situ conservation of coffee genetic diversity in Ethiopia. Smallholder farmers with no 
experience in coffee farming will not cultivate and maintain coffee varieties in their fields 
if yields are unstable, as they prefer the yield stability traits of weather tolerance and dis-
ease resistance. Thus, the uptake of varieties with high yield and early maturing traits will 
be low among farmers in regions without a history of coffee growing. Ex-situ conservation 
programs should therefore give priority to coffee varieties with these and other traits that 
are less preferred by farmers in order to preserve the full genetic heritage Ethiopian coffee.

Although farmers prefer stable yield to high yield traits, the mixed logit model results 
show heterogeneity in farmers’ preferences for the coffee traits. Farmers with coffee farm-
ing experience exhibited higher preferences for high yielding and early maturing coffee 
traits than those that had no experience in coffee farming. In contrast, farmers with more 
years of education prefer maturing traits and disease resistant traits less than those with 
little education. Further, farmers with access to irrigable farmland exhibit lower prefer-
ences for weather tolerant traits. This implies that tailoring the improved coffee varieties 
to the preferences of these different groups of farmers would enhance farmers’ adoption of 
the new varieties. This could make a significant contribution to improving coffee farmers’ 
adaptation and resilience to climate change. 

Future research is needed in order to test whether our findings on smallholder farm-
ers’ preferences can be generalized to other coffee growing regions in Ethiopia and around 
the world. Such new stated preference surveys should be based on best practice guidelines; 
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see Johnston et al (2017). Preferably, similar surveys should be carried out at the same 
time in different regions in order to better understand what measures are needed for cof-
fee farmers to adapt to climate change impacts. 
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Appendices

Table A-1. Results from Multinomial logit (MNL), Scaled Multinomial logit (S-MNLl, Mixed logit model 
with correlated alternatives (MIXL), Mixed logit model without correlation (MIXL_U) and generalized 
multinomial logit (G-MNL) models.

MNL S-MNL MIXL_U MIXL G-MNL

ASC 4.621*** 25.530 8.512*** 8.392*** 9.636***  
(0.220) (16.563) (0.559) (0.512) (0.813)    

Yield high 0.754*** 1.907** 1.067*** 1.041*** 1.198***  
(0.065) (0.701) (0.108) (0.113) (0.143)    

Weather tolerant 0.970*** 2.309* 1.421*** 1.252*** 1.342***  
(0.067) (0.965) (0.125) (0.122) (0.145)    

Disease resistant 0.929*** 2.092** 1.366*** 1.388*** 1.631***  
(0.061) (0.717) (0.119) (0.127) (0.173)    

Maturity 
duration -0.452*** -1.406* -0.734*** -0.493*** -0.593***  

(0.034) (0.595) (0.069) (0.063) (0.065)    
Cost seedling -0.044*** -0.112* -0.064*** -0.056*** -0.065***  

(0.005) (0.046) (0.006) (0.006) (0.007)    
Tau 1.410*** 0.477***  

(0.323) (0.091)    
Gamma -0.648     

(0.354)    

N 2860 2860 2860 2860 2860         
Log-likelihood -1765.161 -1751.089 -1632.741 -1596.428 -1577.198
BIC 3578.073 3557.888 3345.067 3320.192 3297.651     
 AIC 3542.321 3516.178 3285.482 3224.855 3190.396     

Notes:  ***, ** and * denotes significant at the 1, 5 and 10 % level; respectively. Standard error in 
parentheses.
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Table A-2. Standard deviations of the random parameters from mixed logit model results.

Estimate Std. Error z-value Pr(>|z|)

Yield high 1.0931 0.1985 5.51 3.7e-08 ***
Weather tolerant 1.3818 0.1906 7.25 4.2e-13 ***
Disease resistant 1.3674 0.2494 5.48 4.2e-08 ***
Maturity duration 0.6452 0.0964 6.69 2.2e-11 ***

Note: ***, ** and * denotes significant at the 1, 5 and 10 % level; respectively. 

Figure A-1. Distribution of the individuals’ conditional mean for the parameters of yield, weather tol-
erant, diseases resistant and maturity duration. The grey area displays the proportion of individual 
with positive conditional mean.

a) Kernel density for yield improvement b) Kernel density for weather tolerant

c) Kernel density for Disease resistant d) Kernel density for Maturity duration
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In this paper we investigate the effect of the landscape surrounding people’s places of 
residence on their willingness to pay using data from a discrete choice experiment on 
local land-use changes and cultural ecosystem services throughout Germany. For anal-
ysis, we apply a latent class logit model and include landscape categories as explanatory 
variables for class membership. We find that the different landscapes people live in are 
correlated with preferences. Especially people from urban areas and farm- and grass-
land landscapes have larger willingness to pay values for improvements in cultural eco-
system services than people from forest landscapes and cultural landscapes. The results 
are important for policy makers as different willingness to pay values in different land-
scapes imply different welfare effects for land use changes. Taking this information into 
account can help in reaching more efficient resource allocations.
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1. Introduction

Policy makers at different scales initiate land use changes to conform with subordi-
nated laws and guidelines. Decisions should balance social and private costs and benefits 
for different stakeholder groups and the local population. Rigorous cost-benefit analysis is 
often difficult to conduct, as most regulating and cultural ecosystem services that are pro-
duced by landscapes are not traded in markets, making it impossible to directly observe 
societal demand for them. Benefit estimates of changes in ecosystem service provision need 
to be inferred through the use of non-market valuation techniques; in particular stated 
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preference methods, which allow estimation of willingness to pay through direct elicitation 
of preferences in hypothetical markets. In Europe, several non-market valuation studies 
assessing preferences for components and management of agrarian landscapes have been 
conducted, but they rarely accounted for spatial differences in preferences (Zanten et al. 
2014; Glenk et al. 2019). The few studies that considered spatial heterogeneity in preferenc-
es found that the place of residence of respondents in stated preference surveys influences 
willingness to pay estimates (Campbell, Scarpa, and Hutchinson 2008; Campbell, Hutchin-
son, and Scarpa 2009; Brouwer, Martin-Ortega, and Berbel 2010; Broch et al. 2013; Garrod 
et al. 2012; Johnston and Ramachandran 2014). As land-use changes are often conducted 
locally, such information can significantly impact the results of cost-benefit analyses and 
may reveal insights on where a land-use change offers the largest benefits.

This paper contributes to the literature on spatial preference heterogeneity by investi-
gating how preferences for policy-relevant landscape attributes differ across respondents 
residing in different landscapes. Spatially-driven differences in preferences for changes 
in landscape attributes can occur for two main reasons. First, it is well-established that 
individual preferences are affected by the current level of endowment (Glenk 2011; Hess, 
Rose, and Hensher 2008; Tversky and Kahneman 1981). Therefore, an increase or decrease 
in a good is valued relative to this status quo situation. Because the marginal value of a 
good or service may not be constant over levels of provision, individuals with different 
status quo situations may value additional changes in provision differently. In particular, 
economic theory suggests that the utility or value that is attributed to an additional unit 
of a good or service is higher if its scarcity increases. The concept of diminishing marginal 
utility suggests, for example, that people residing in a forest landscape are willing to pay 
less for additional forest area created than individuals living in farm- and grassland land-
scapes with little forest cover (Sagebiel, Glenk, and Meyerhoff 2017). Diminishing mar-
ginal utility may apply if more of a good or service is always preferred over less; however, 
this may not always apply to landscape attributes, where optimal shares of certain land 
use shares and landscape elements may exist. That is, an increase in land use share may be 
perceived beneficially up to a threshold, beyond which utility for an additional increase in 
provision decreases (Schmitz, Schmitz, and Wronka 2003).

Second, the overall composition of a landscape has a unique value that is qualitatively 
different from other landscapes and that is difficult if not impossible to describe in terms 
of separate landscape attributes. That is, residents have different perceptions of landscapes 
and of the role that specific elements play in achieving uniqueness. Consequently, pref-
erences for changes in landscape attributes may differ across landscape types, either in a 
systematic fashion in case that subjective perceptions of landscape amenity and value are 
similar across individuals living in a particular landscape type, or in an unpredictable way 
if there is considerable heterogeneity in perceptions. For example, those individuals living 
in forest landscapes may have a systematically greater demand for enhancing biodiversity, 
whereas people living in farm- and grassland landscapes may prefer additional structural 
elements. Similarly, some people living in farm- and grassland landscapes may perceive 
their openness as a cultural heritage characteristic of a particular region, thus objecting 
structural change.

In the paper, we investigate the correlation between residing in different landscape 
categories (i.e., different status quo situations) and preferences for changes in landscape 
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attributes, for example share of forest or levels of biodiversity. We use data from a web-
based discrete choice experiment (DCE) survey in Germany to empirically test if differ-
ences in willingness to pay for landscape attributes exist; and if the ‘status quo’ landscape 
serves as a reference point for choices in the DCE with impacts on willingness to pay esti-
mates.

The results are relevant for policy makers dealing with local land-use changes and 
researchers considering DCEs to assist cost-benefit analyses. For example, in Germany, 
there is a discussion about combating climate change by increasing the share of energy 
crops for renewable energy generation. A policy maker can set spatially varying incentives 
or other policy tools aiming at increasing or decreasing the share of corn on agricultural 
fields. Typically, such incentives are based on private benefits and ecological constraints, 
e.g. where gross margins are high. Social welfare impacts associated with landscape 
change are often not considered at all, or are not directly compared with private costs and 
benefits. Additionally, the importance of acceptance of the land use change by the local 
population is often neglected, and willingness to pay values, distinguished by landscape 
categories, can help to identify areas where such a land-use change is likely to find local 
support.

2. Survey and Data

2.1 Data Collection and Discrete Choice Experiment

The DCE is part of a German-wide, web-based survey conducted in March 2013. The 
respondents were recruited from an online panel of a large international market research 
institute. People 18 years or older who resided in Germany at the time of the study were 
eligible to participate. The survey consists of the six sub-samples with different DCEs, 
totalling around 10,000 respondents. The DCEs differ in their attributes and had differ-
ent land-use foci. In all samples, the scenario was a local land use change within a radius 
of 15 km around the respondent’s place of residence. The radius should represent a typi-
cal distance for everyday activities. We discussed the radius in focus groups and came up 
with 15 km being a widely accepted distance. Besides the DCE, the survey includes ques-
tions on leisure activities, perceptions and knowledge on land use and climate change as 
well as socio-demographic variables. Respondents were requested to provide their postal 
code or to use the integrated geo-tool which supplies the coordinates of the places identi-
fied by respondents such as their residence location.

In this paper, we use a sub-sample with attributes related to agricultural land-use 
changes. The DCE comprises five non-monetary attributes each having three levels, with 
zero indicating the status quo as today. Table 1 gives a description of all attributes of the 
used sample as well as the dummy codes used in the analysis.

The first attribute Forest refers to the share of forest. It takes the values as today, 
10% less and 10% more. We assume that an increase in forest area increases utility with 
a decreasing rate (diminishing marginal utility). That implies that people living in forest 
rich areas gain less utility from an increase in forest than people living in areas with a 
low share of forest. The second attribute Fieldsize describes the average size of fields and 
forests. The levels include as today, half the size of today and double the size of today. 
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Smaller field sizes imply a less monotonic landscape and more structural elements, which 
are assumed to be more attractive in terms of visual amenity (Zanten et al. 2014). On 
the other hand, larger forests can lead to better forest connectivity which may have posi-
tive implications for biodiversity and recreation. We therefore have no clear expectation 
for this attribute. The third attribute Biodiversity is described with a bird indicator as a 
proxy for biodiversity. Bird indicators are used in several countries as headline indicators 
for biodiversity (Gregory et al. 2003; Butchart et al. 2010). The bird indicator, developed 
by the German Federal Agency for Nature Conservation, provides information on the 
suitability of the area for birds, where 100 points describe the state in the year 1975 in 
Germany (Doerpinghaus and Ludwig 2005). For Germany as a whole, the bird indicator 
is currently estimated to lie at about 55 points. The levels used in the DCE are as today 
(55 Points), slight increase (85 Points) and strong increase (105 Points). We expect that util-
ity increases with increasing points, as it has been found in other DCE studies (Shoyama, 
Managi, and Yamagata 2013). The fourth attribute Cornshare is the share of corn on agri-
cultural fields. The levels are as today, 30% and 70% on the agricultural fields in the sur-
rounding. In the focus group discussions conducted prior to the survey, corn was often 
described as having a negative impact on landscape. We expect that a larger share of corn 
leads to a decrease in utility. Meadowsshare, the fifth attribute, refers to the share of mead-
ows and grassland used for grazing. It takes the levels as today, 25% of the area, 50% of the 
area. In the focus group discussions, most participants linked a high share of meadows to 
a more natural landscape. We thus expect a utility increase from an increase in the share. 
Note that some attribute levels imply a reduction in the endowment compared to the sta-
tus quo. This is explicit for Forest and Fieldsize and implicit for Cornshare and Mead-
owsshare. In the former case, we expect that some respondents have preferences for a 

Table 1. Attribute description.

Attribute Description Levels Dummy Code

Forest Share of forest in %
as today

10% decrease
omitted

ForMinus10
10% increase ForPlus10

Fieldsize Average size of forest and 
fields

as today
half the size  

double the size

omitted
FieldHalf

FieldDouble

Biodiversity
Degree of biodiversity 

measured with bird 
indicator

as today (55 Points)
slight increase (85 Points) 

strong increase (105 
Points)

omitted 
Bio85

Bio105

Cornshare Share of corn on
agricultural fields

as today  
share of 30% 
share of 70%

omitted
Corn30
Corn70

Meadows share Share of meadows in
%

as today  
share of 25% 
share of 50%

omitted
Mead25
Mead50

Price Annual payment to a local 
landscape fund in Euro

0, 10, 25, 50,
80, 110, 160
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reduction. For example, in forest rich areas, people may prefer a reduction in forest share 
(Sagebiel, Glenk, and Meyerhoff 2017). To account for such preferences, we used a posi-
tive and a negative level. In the case of Cornshare and Meadowsshare, the direction of the 
change (reduction or increase) depends on the respondent’s current situation. However, 
absolute percentage values are useful as, in practice, land use changes are often announced 
in such values. We expected that people understand an absolute percentage value better 
than a relative change. Thus we used absolute percentage values for these attributes, taking 
into account that the change people value varies between respondents. Finally, the price 
attribute is framed as an annual payment to a newly introduced landscape fund per per-
son for an unspecified period of time. We explained to the respondents that all residents 
who are affected by the land use change will have to contribute to the fund (i.e. a compul-
sory payment) and that the money in the fund was to be exclusively used to finance and 
maintain the land use changes. The exact description of the payment vehicle was informed 
by focus group discussions. The framing of the payment vehicle as a fund was preferred to 
other possible payment vehicles and regarded as credible. Tax payments were not regarded 
as credible, because the land use change was local while taxes are usually collected at least 
at county level and often used for multiple purposes. The levels of the fund range from 10 
to 160 Euro and is set to szero in the status quo alternative.

Each choice set consists of three unlabelled landscape alternatives, where landscape 3 
represents the status quo (Figure 1). The experimental design was created with the soft-
ware package NGene, maximizing C-efficiency, which relates to the minimization of vari-

Figure 1. Example of a choice set.
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ance of willingness to pay estimates. The design was optimized for a multinominal logit 
model with linearity in utility and priors close to zero. It consisted of 18 choice sets divid-
ed into two blocks. Each respondent answered nine choice sets. The order of the choice 
sets was randomized across respondents.

2.2 Landscape categories and socio-demographics

The German Federal Agency for Nature Conservation has developed a system to clas-
sify landscapes within Germany. The intention behind this approach is to provide a basis 
for effective conservation and development of cultural landscapes along the objectives 
of the European Landscape Convention. Overall, the German land surface was divided 
in 858 landscapes including 59 urban conglomerations. The system comprises overall 24 
landscape types that are assigned to the following six main categories (Gharadjedaghi et 
al. 2004):1
1. Coastal landscapes: This type is characterized by landscapes near the German coast of 

the North Sea and the Baltic Sea.
2. Forest landscapes: These landscapes have a large share of forests between 40% and 

70%.
3. Cultural landscapes: These landscapes have a share of forest between 20% and 40% 

and a high share of one of the following items: water bodies, meadows and grassland, 
wine-growing, glaciers and rocks, orchards, wetlands, a combination of the items.

4. Farm- and grassland dominated landscapes: In contrast to the cultural landscapes, 
they have a share of forest that is less than 20%. They are further characterized by a 
large share of grassland and arable land.

5. Mining areas: Landscapes with more than 10 percent of the land surface under open 
cast mining.

6. Urban agglomerations: These landscapes comprise cities and areas with a high density 
of settlements and infrastructure.
Table 2 summarizes the distribution of the respondents according to the landscapes. 

Each respondent is uniquely allocated 
to one of the categories. In this process, 
the actual place of residence was used to 
determine the landscape category rather 
than the percentage share of landscape 
categories surrounding the place of resi-
dence. Figure 2 maps both the landscape 
categories and the respondents’ locations. 
We exclude five respondents from coastal 
landscapes and mining areas from the 
analysis as these categories are too small. 
The final sample size is 1409.

1 See https://www.bfn.de/en/activities/protecting-habitats-and-landscapes/landscapes-of-conservation-impor-
tance/landscape-types.html for a brief description of the 24 landscape types.

Table 2. Distribution of landscape categories.

Landscape Category No. %

Coastal landscapes 3 0.2
Forest landscapes 204 14.4
Cultural landscapes 326 23.1
Farm- and grassland landscapes 309 21.9
Mining areas 2 0.1
Urban Agglomerations 570 40.3
Total 1414 100.0
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Figure 2. Spatial distribution of sample.
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2.3 Hypotheses and empirical strategy

The geo-referenced respondents are distinguished by the landscape categories 
described in Table 2. The main aim is to find out whether respondents from different 
landscapes exhibit different preferences. Hence, the main hypothesis is: preferences and 
willingness to pay values for landscape attributes correlate with the landscape in which a 
respondent lives.

We expect decreasing marginal utility, i.e. marginal willingness to pay is lower in 
landscapes where the status quo levels of defining attributes are already high. For example, 
marginal willingness to pay for more forest is lower in forest landscapes than in the other 
landscape categories. Additionally, we expect some kind of place attachment for attributes 
that dominate a landscape (Scannell and Gifford 2010). For example, a respondent living 
in a forest rich area is not willing to give up forest as it is a dominant characteristic of 
the landscape. In contrast, a respondent living in an area with a medium share of forest 
is more interested in gaining forest but also less averse against a loss in forests. Table 4 
shows that in farm- and grassland landscapes, fieldsize is higher than in the other catego-
ries, where it is rather similar. Hence, the hypothesis is that the willingness to pay for half 
the size differs between farm- and grassland landscapes and the other landscapes. Corn 
share is highest in the two cultural landscapes and lowest in urban agglomerations. As 
a high corn share is expected to be perceived negatively, and for most respondents the 
first level already implies an increase over the status quo, we expect negative willingness to 
pay values. These would be highest in cultural landscapes and lowest in urban agglomera-
tions. Therefore, we focus on the second level of this attribute, i.e. an increase to 70%. The 
average share of meadows is relatively similar in all landscapes, so that large differences in 
willingness to pay may not be present.

3. Econometric approach

In the analysis, we use a latent class logit model to investigate the effects of the land-
scape categories on preferences and willingness to pay. The model is consistent with 
microeconomic theory, assuming rational individuals who maximize a utility function 
under constraints. An individual i chooses in t choice situations between a given set of 
alternatives n – each described by a conditional indirect utility function Uint – the alterna-
tive that provides the maximum amount of utility. Each alternative is characterized by k 
attributes that have levels Aiknt. We assume the utility functions for alternatives to be linear 
and additive in the attributes, and add an error term eint which is Extreme Value Type I 
distributed to the random utility model. A utility function can be written as

Uint=beta1Ai1nt+β2Ai2nt+…+βkAiknt+eint (1)

where the βks are the corresponding utility coefficients. The probability of an individual 
choosing alternative n can be written as a conditional logit model:

 (2)
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This model has a closed form and can be estimated using maximum likelihood.
In order to incorporate preference heterogeneity, we apply a latent class logit model. 

We assume that a given number of preference classes S, differing in their utility parameters 
<βk|1,βk|2,…,βk|s>, exists. Each individual has probabilities <h1,h2,…,hs> to be member of the 
preference classes. The probabilities hs can be estimated with a multinomial logit model

 (3)

where Xi are explanatory variables, in this case the landscape categories, and ζs are the 
coefficients. The unconditional choice probability to choose alternative m is given as

 (4)

The latent class logit model as described in equation 4 introduces preference heter-
ogeneity between classes. Within a class, preferences are fixed. To relax this assumption 
without introducing a large amount of new parameters, we extend the model to a scale-
adjusted latent class model (Magidson and Vermunt 2008). In this model, each preference 
class s is separated by a constant which can be interpreted as a scale parameter. The scale 
parameter merely states that preferences for all attributes are higher in the one scale class 
than in the other scale class. Whether the differences between respondents are caused by 
different preferences (all very high, vs. all very low) or by differences in the error vari-
ances (more random vs. less random choices) cannot be answered empirically (Hess and 
Train 2017). Still, the introduction of this parameter captures another dimension of heter-
ogeneity, which can improve model fit significantly. As the scale classes are restricted in a 
way that all preference parameters differ similarly, willingness to pay values between scale 
classes are not affected. Technically, the scale parameter is estimated by another multino-
mial logit model, and each respondent has a probability g to belong to scale class r – simi-
lar to the preference classes. The unconditional choice probability in equation 4 becomes

 (5)

If an earlier analysis has already identified some respondents belonging to a specific 
class, one can add a known-class parameter τr. This parameter is zero if a respondent can-
not be  assigned a priori to a certain class, leading to

 (6)

In this study, we use the known class indicator to classify all respondents who have 
always chosen the status quo option into class 1. To determine the number of preference 
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classes S, one can use statistical measures of fit such as the Bayesian Information Crite-
rion (BIC), or the corrected Akaike Information Criterion (cAIC). Both BIC and cAIC 
penalize for more parameters and are therefore preferred over other information criteria. 
Additional to the statistical criteria, one can rely on own judgment concerning reasonable 
parameter estimates and knowledge gained from earlier analyses (Boxall and Adamowicz 
2002; Scarpa and Thiene 2005).

To calculate willingness to pay values for each class individually, the respective class 
preference parameter is divided by the class cost parameter. Confidence intervals of will-
ingness to pay are calculated with the delta method.

4. Results

4.1 Descriptive statistics of landscape categories

We first analyze the relationship between socio-demographic variables and landscape 
categories. This step is important to understand whether and how potential differences in 
preferences could arise from differences in socio-demographics rather than the landscape 
respondents are living in.

Most differences are found between urban agglomerations and the other landscapes 
(Table 3). Respondents from urban agglomerations are more educated and have fewer 
children. We use Kruskall-Wallis and t-tests to test for overall differences between the 
landscape categories. Statistically significant differences on a 5% level are present for all 
variables except personal income and sex. Although there are differences in socio-demo-
graphics between landscape categories (especially between urban areas and all other are-
as), we will not investigate those here. We acknowledge that the differences in preferences 
may be driven by socio-demographics rather than landscape categories, but this is not 
relevant for the policy question of how land use changes are perceived in different land-
scapes. Our analysis thus only provides correlations.

Using data from the German Federal Agency for Cartography and Geodesy (BKG) 
and the German Federal Institute of Research on Building, Urban Affairs and Spatial 
Development (BBSR), we investigated the actual status quo attribute levels of the respond-
ents. Table 4 summarizes the actual status quo in the 15km radius by landscape categories. 
In most cases, there are relatively large differences between the landscape categories. For 
the sake of parsimony, we will not investigate the actual status quo and possible effects 
any further. Sagebiel, Glenk, and Meyerhoff (2017) conduct a detailed investigation of the 
actual status quo and its effects on willingness to pay.

4.2 Latent class analysis

We estimate the latent class model described in section 3 using the software package 
LatentGold Choice 4.5 with the Syntax module. To select a specific number of classes we 
compared BIC and cAIC for two to eight class models, in the absence and presence of 
a scale class. We choose a model with five preference classes and two scale classes. This 
model turned out have the lowest BIC and cAIC values and offered plausible parameter 
values.
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All attributes except price were dummy coded with the status quo level as today as 
the reference. The landscape categories entered the class membership function as dum-
my coded variables with forest landscapes as the reference category. We did not include 
any socio-demographic variables as these are correlated with the landscape categories, 

Table 3. Frequencies and column percentages (in parentheses) of socio-demographic variables.

Forest Cultural Farm- and 
grassland Urban Total

Education

Secondary or less
83 122 121 141 467

(40.9) (37.4) (39.4) (24.7) (33.2)

Higher education
46 86 77 155 364

(22.7) (26.4) (25.1) (27.2) (25.9)

University
74 118 109 274 575

(36.5) (36.2) (35.5) (48.1) (40.9)

Sex

Male
100 168 175 308 751

(49.0) (51.5) (56.6) (54.0) (53.3)

Female
104 158 134 262 658

(51.0) (48.5) (43.4) (46.0) (46.7)

Children in household

Yes
68 135 102 134 439

(33.3) (41.4) (33.0) (23.5) (31.2)

No
136 191 207 436 970

(66.7) (58.6) (67.0) (76.5) (68.8)

Income

Less than 1500 Euros
81 128 120 227 556

(39.7) (39.3) (38.8) (39.8) (39.5)

1500 to 2600 Euros
58 91 74 153 376

(28.4) (27.9) (23.9) (26.8) (26.7)

More than 2600 Euros
65 107 115 190 477

(31.9) (32.8) (37.2) (33.3) (33.9)

Age

19 to 29
32 67 60 132 291

(15.7) (20.6) (19.4) (23.2) (20.7)

30 to 39
50 62 58 110 280

(24.5) (19.0) (18.8) (19.3) (19.9)

40 to 49
39 89 92 144 364

(19.1) (27.3) (29.8) (25.3) (25.8)

50 to 59
40 64 55 102 261

(19.6) (19.6) (17.8) (17.9) (18.5)

Older than 60
43 44 44 82 213

(21.1) (13.5) (14.2) (14.4) (15.1)
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potentially causing multicollinearity. 23% of all respondents chose the status quo alterna-
tive in all choice situations and were assigned to class 1 with a probability of 1. As several 
respondents seemed to have ignored the price attribute, we fixed the price parameter to 
zero in class 3 to capture price non-attendance. In models without this restriction, at least 
one class is characterized by willingness to pay values three times as high as the highest 
price level of 160 Euro, which we consider implausible.

In a first step, we describe the five classes in terms of estimated utility parameters and 
willingness to pay values. Then, we investigate the relationship between class membership 
and landscape categories. Table 5 shows the estimation results and Table 6 its willingness 
to pay values.

The overall model is highly significant. The statistically significant coefficient for the 
scale class of -0.302 translates to scale class probabilities of 57.5% and 42.5% for scale 
classes 1 and 2, respectively, indicating that additional heterogeneity and correlation pat-
terns are present. In Class 1, price, ForMinus10, FieldHalf, FieldDouble, Corn70 and 
Mead50 are highly significant and negative. Willingness to pay values range between -88 
and -35 Euro, i.e. people are opting against all land use changes and would need to be 
compensated. The positive and significant ASCsq means that Class 1 is characterized by 
preferences towards the status quo. Class 2 has a negative and significant ASCsq, indi-
cating preferences for land use changes. ForMinus10, ForPlus10, FieldDouble, Bio105, 
Corn70, Mead50 and price are significant with the expected signs. The willingness to pay 
for ForMinus10 and ForPlus10 is -165 Euro and 64 Euro, respectively. People are will-
ing to pay for increases in forest, but would need to be compensated nearly three times 
as much for decreases in forest. For a reduction of field sizes (FieldHalf), willingness to 
pay is nearly 20 Euro while a doubling of field sizes would need to be compensated with 
45 Euro. Willingness to pay for increases in biodiversity is 32 Euro for an increase to 85 
points and 51 Euro for 105 points. A share of corn of 30% is not significant but a share 
of 70% requires a compensation of 61 Euro. Willingness to pay for a share of meadows of 
25% is positive (42 Euro) while a share of 50% is not significant and close to zero. In sum-
mary, Class 2 is characterized by large positive and negative willingness to pay values for 
land use changes. Class 3 is the price non-attendance class. Respondents who disregard 
the cost attribute are likely choosing a land use change scenario over the status quo if they 

Table 4. Mean and standard deviation (in parenthesis) of actual status quo by landscape categories.

Forest Cultural Farm- and 
grassland Urban Total

Forest Share
41.7 29.8 17.5 18.4 24.2

(12.2) (11.2) (9.7) (10.0) (13.7)

Field Size
17.7 17.5 25.9 17.0 19.2
(7.5) (6.8) (12.2) (6.7) (9.1)

Corn Share
14.9 20.9 19.9 10.5 15.5

(10.3) (14.8) (15.8) (10.0) (13.5)

Meadows Share
15.6 17.9 18.1 12.6 15.5
(6.1) (9.0) (12.1) (7.1) (9.1)
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have a positive attitude towards policy change. This is reflected in the very large and nega-
tive ASCsq. Similarly, the very large and negative coefficient for decreases in forest share 
can be explained by this phenomenon. Nearly all coefficients of the remaining attributes 
are significant and have the expected signs. Bio85 is significant and negative which could 
imply that members of this class have already a high degree of biodiversity and regard 
85 points as a deterioration. Similarly, the positive coefficient of Corn30 implies that peo-
ple have already high shares of corn and regard a 30% share as an improvement. Finally, 
Mead25 is not significant while Mead50 is significant and positive. Class 4 is character-
ized by comparatively large negative willingness to pay values to avoid decreases in forest 
share, field size and a corn share of 70%. Interestingly, the willingness to pay for meadows 
share is negative for both 25% and 50%. In Class 5, positive willingness to pay values are 
significant and positive only for ForPlus10 (14 Euro) and Bio105 (12 Euro) and negative 
for FieldHalf (-16 Euro) and Mead25 (-19 Euro). This class comprises small or no utility 
gains from land use changes.

The landscape categories have a significant impact on the probability to be member 
of a class. Forest landscapes and Class 1 are the reference categories, the parameters in 

Table 5. Latent class model with five classes.

Class 1 Class 2 Class 3 Class 4 Class 5

ASCsq 0.760 -1.281*** -23.897** -3.993*** -3.535***

ForMinus10 -3.151*** -4.169*** -17.829* -1.287*** -0.062
ForPlus10 -0.316 1.624*** 0.926*** 0.317* 1.108**

FieldHalf -2.678*** 0.474 -0.075 -0.961*** -1.305***

FieldDouble -2.120*** -1.132*** -0.275** 0.390** -0.361
Bio85 0.774 0.814** -5.791** 0.444 -0.455
Bio105 0.431 1.295*** 1.233*** 0.103 0.964*

Corn30 -0.647 0.592 1.055*** 0.038 0.351
Corn70 -5.326*** -1.563*** 0.214 -1.195*** -0.763
Mead25 -1.173 1.056*** -0.035 -1.120*** -1.503***

Mead50 -2.525*** 0.090 0.773*** -0.802*** -0.586
price -0.060*** -0.025*** 0.000 -0.013*** -0.078***

Covariates of membership function
Forest ref ref ref ref ref
Cultural ref 0.172 0.877** 0.041 0.924*

Grass/Farm ref 0.655** 1.245*** 0.2462 1.167**

Urban ref 0.198 1.326*** 0.438 1.325***

Scale classes
Scale Class 1 Scale Class 2

Constant ref -0.302**

Log-Likelihood 
Observations 
Respondents

-8976.153 
12681 
1409

* p < 0.10, ** p < 0.05, *** p < 0.01 , ref = reference category with parameter fixed to zero
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the membership function are interpreted relative to them. Class 1 is the largest class with 
a share of about 40%. Classes 2 to 4 have a share between 16% and 19%. Class 5 is the 
smallest class with a share of 9%. Note that Classes 1 and 5 are characterized by no or low 
willingness to pay values and make up nearly 50% of class membership.

Table 7 shows class membership probabilities calculated for each landscape category 
separately. Differences in class membership between landscape categories are present in 
Classes 1, 3 and 5. Membership probabilities are rather homogeneous for Classes 2 and 4. 
Respondents from forest landscapes are more likely to be member of Class 1 compared to 
the other categories with a share of nearly 51% (against the class average of 39%) and less 
likely member of Classes 3 and 5 with shares of only 8% and 4% (compared to the class 
averages of 18% and 9%). Respondents from cultural landscapes are slightly more likely 
to be member of class 1 (42%) and less or equally likely in the other classes. Respondents 
from grass- and farmlands are less likely to be member of Class 1 (34% against 39%) and 
Class 4 (14% against 16%) and more likely to be member of Class 2 (24% against 19%). 
Finally, respondents from urban agglomerations are less likely to be member of Class 1 
(35% against 39%) and 2 (16% against 19%) and more likely in Classes 3 (21% against 
18%), 4 (17% against 16%) and 5 (11% against 9%).

The results are partly in line with our expectations. Forest landscapes and cultural 
landscapes have high shares of forest and are relatively bio-diverse, with many structural 
landscape elements. Such landscapes are generally associated with high recreational values. 
Respondents from these categories are more likely to be member of Class 1 which is char-
acterized by status quo choices and strong opposition against reductions of forest share, 
increases in corn and changes in field size. This aligns with our expectation of place attach-
ment. The zero willingness to pay for increases of forest indicates diminishing marginal 
utility. People from forest landscapes are also less likely to be members of Class 3, which is 
characterized by a strong tendency towards land use changes and cost non-attendance, and 
of Class 5, which is characterized by low willingness to pay, implying some heterogeneity 
within this landscape category. About 55% are allocated to Classes 1 and 5 (low willingness 
to pay), while the remaining share belongs to the other classes which are characterized by 
high willingness to pay and strong preferences for land-use changes.

Farm- and grasslands are dominated by agriculture and monotonic landscapes with 
low shares of forest. Respondents from farm- and grasslands are more likely to be mem-
bers of Class 2, which is characterized by rather large willingness to pay values. This result 
fits to our expectations of marginal diminishing utility. People living in this landscape 
have a low endowment of forest, biodiversity and meadows and are thus more willing to 
pay for an additional unit.

Finally, respondents from urban agglomerations are more likely to be member of 
Class 3, i.e. are more likely to not attend to costs. While we have no expectation here, 
this result may be explained by hypothetical bias. The choice scenario is less realistic for 
people in urban areas and they are less used to the landscapes. They may have ignored 
the price attribute more often, while at the same time exhibit strong preferences for land 
use changes. It should be noted that our results indicate preference heterogeneity within 
landscape categories. We do observe deterministic patterns of distinct preferences between 
landscape categories. Each landscape category is present in each class with a probability 
close to the average group probability. Class 1 is the largest class for all landscape catego-
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ries and Class 5 is the smallest class for all landscape categories. The effects that we identi-
fied should be interpreted as tendencies.

Additional to the latent class analysis, we have estimated separate conditional logit 
models by landscape categories and used Poe et al. tests (Poe, Giraud, and Loomis 2005) 
to test for differences in willingness to pay between landscape categories. While exact 
quantitative results differ, the key findings are similar irrespective of the approach used. 
The appendix provides more details on the conditional logit models, willingness to pay 
values and the Poe et al. test results.

5. Conclusion and policy implications

This paper investigated preferences for land-use changes and compared willingness to 
pay values between different landscape categories in Germany. The data came from a dis-
crete choice experiment inferring preferences for forest share, average size of forest and 
fields, degree of biodiversity, share of corn and share of meadows within the 15 kilometer 
radius of the respondents’ places of residence. The radius was chosen to represent a typical 
distance for everyday activities. As the places of residence were geo-referenced, we could 
combine the data with landscape categories compiled by the German Federal Agency for 
Nature Conservation. The categories comprised forest landscapes, cultural landscapes, 

Table 6. Willingness to pay values.

Attribute Class 1 Class 2 Class 3 Class 4 Class 5

ForMinus10 -52.52*** -165.19*** - -100.67*** -0.7954
ForPlus10 -5.27 64.33*** - 24.75* 14.24***
FieldHalf -44.64*** 18.77* - -75.17*** -16.76***
FieldDouble -35.34** -44.83** - 30.51** -4.64
Bio85 12.90 32.24** - 34.75 -5.84
Bio105 7.17 51.32*** - 8.04 12.38**
Corn30 -10.78 23.44 - 2.96 4.50
Corn70 -88.78*** -61.93* - -93.47** -9.80
Mead25 -19.55 41.82** - -87.58*** -19.31**
Mead50 -42.09** 3.57 - -62.74** -7.53

* p < 0.10, ** p < 0.05, *** p < 0.01.

Table 7. Class probabilities by landscape categories.

Landscape Class 1 Class 2 Class 3 Class 4 Class 5

Forest 0.51 0.19 0.08 0.16 0.04
Cultural 0.42 0.19 0.17 0.14 0.09
Grass/Farm 0.34 0.24 0.19 0.14 0.09
Urban 0.35 0.16 0.21 0.17 0.11
Overall 0.39 0.19 0.18 0.16 0.09
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farm- and grassland landscapes and urban agglomerations. The aim of the study was to 
test whether preferences for land-use changes are correlated with these landscape catego-
ries. To do so, we estimated a five-class latent class model and used the landscape catego-
ries as explanatory variables in the class membership function. The classes can be distin-
guished by different willingness to pay values. It turned out that people from forest land-
scapes and cultural landscapes were less willing to pay for land-use changes and showed 
a preference towards the status quo situation. Further, people from urban agglomerations 
and farm- and grassland have high probabilities to be member of classes with large will-
ingness to pay values.

In summary, the results showed that the preferences do differ among landscape cat-
egories, but not as systematically as we had expected. Although we find systematic differ-
ences in preferences between landscape categories, all landscape categories are relatively 
evenly distributed across classes. As the latent class analysis has shown, preference hetero-
geneity exists also within the landscape categories. That is, each respondent, independent 
of which landscape category the respondent is from, has a probability of at least 8% to be 
member of any class.

The analysis has implications for policy makers. Our study provides evidence that 
there are differences in preferences determined by the place of residence. Integrating such 
differences in landscape planning and cost-benefit analyses may help to improve decisions 
and induce land-use changes to areas where people appreciate them most or are least 
reluctant towards a change. A relevant example is the share of corn among agricultural 
fields. While an increase in the production of energy corn can potentially help to reduce 
carbon dioxide emissions, it is largely regarded as a disfigurement of the landscape. Our 
study revealed that opposition to corn is generally large, but stronger in forest and cul-
tural landscapes than in other landscapes. Similarly, increases in forest share should take 
place in areas with limited forests and near urban agglomerations. Areas characterized by 
high recreational values such as forest and cultural landscapes should be preserved. Here, 
people tend more towards the status quo and changes are less appreciated by residents. 
There is limited interest in increases in forest shares or biodiversity, and at the same time 
a large resistance against reductions. In contrast, respondents from urban agglomerations 
and farm- and grasslands are more likely to benefit from increases in forest shares and 
biodiversity. Here, significant welfare effects of such measures are more likely. Our find-
ings may also be used to inform the design of agri-environmental schemes. For example, 
compensation may be higher for measures to increase agro-biodiversity in a rather mono-
tonic landscape or near urban areas, because benefits of measures are greater.

Similar studies have investigated land use changes on a broader scale. In their meta-
analysis, van Zanten et al. (2014) have found preferences for various landscape elements 
such as smaller field sizes, but no spatial determinants of preferences. Garrod et al. (2012) 
have found that preferences for improving ecosystem services depend on the landscape 
where they are present. This result is in line with our findings, yet our study differs as the 
proposed land use change always took place at the person’s place of residence. In Gar-
rod et al. (2012), this was not the case. To our knowledge, our study is the first study that 
identifies spatial differentiated preferences for local land use changes.

This study is limited by the fact that we did not investigate the underlying sources for 
the differences. The landscape categories differ in the status quo of the investigated attrib-
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utes and in socio-demographic variables. Thus, we are not able to identify the causal effect 
of living in a certain landscape on preferences. Yet, the study insights provide correlation 
patterns which are sufficient to foster an understanding of the variation of preferences and 
willingness to pay between qualitatively different regions.
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Appendix

In order to further investigate differences between landscape categories, we estimate 
separate conditional logit models for the landscape categories. Table 8 provides the esti-
mation results.

Table 8. Conditional logit models by landscape.

(1) 
Forest

(2) 
Cultural

(3) 
Farm- and Grasslands

(4) 
Urban

ASCsq 0.101 0.0171 -0.0959 0.0436
(0.201) (0.155) (0.154) (0.112)

ForMinus10 -0.647*** -0.594*** -0.532*** -0.458***
(0.135) (0.103) (0.106) (0.0778)

ForPlus10 0.139 0.284*** 0.384*** 0.401***
(0.104) (0.0789) (0.0769) (0.0562)

FieldHalf -0.152 -0.314*** -0.283*** -0.221***
(0.119) (0.0905) (0.0906) (0.0670)

FieldDouble -0.302*** -0.345*** -0.267*** -0.0984*
(0.107) (0.0791) (0.0773) (0.0561)

Bio85 0.0381 0.129 0.0650 0.204***
(0.127) (0.0994) (0.102) (0.0753)

Bio105 0.0126 0.246*** 0.327*** 0.417***
(0.118) (0.0884) (0.0843) (0.0614)

Corn30 -0.0983 0.176* 0.000266 -0.0231
(0.125) (0.0972) (0.0965) (0.0706)

Corn70 -0.691*** -0.390*** -0.550*** -0.548***
(0.127) (0.0930) (0.0919) (0.0670)

Mead25 0.0596 0.0768 -0.131 0.0247
(0.136) (0.103) (0.105) (0.0761)

Mead50 -0.234* -0.151 -0.182* -0.125*
(0.130) (0.0939) (0.0938) (0.0683)

price -0.00615*** -0.00755*** -0.00520*** -0.00583***
(0.00115) (0.000892) (0.000858) (0.000630)

N 5508 8802 8343 15390
pseudo R2 0.171 0.117 0.087 0.081
AIC 3366.8 5717.0 5604.7 10379.3
BIC 3446.1 5802.0 5689.0 10471.0
χ2 691.3 753.6 529.8 916.5
Log-Likelihood (NULL) -2017.1 -3223.3 -3055.2 -5635.9
Log-Likelihood -1671.4 -2846.5 -2790.3 -5177.6

Standard errors in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01.
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All models are highly significant and differences between the landscape categories are 
visible. In forest landscapes, ForPlus10 is not significant, according to the hypothesis that 
respondents living in areas with a lot of forests have a limited preference for an increase 
in the share of forests. An increase in biodiversity to 85 points is only significant in urban 
agglomerations, where people are characterized by a low degree of biodiversity. Hence, an 
increase to 85 points has already a positive effect on utility. In the other categories, biodi-
versity is significant only at the 105 point level. In order to better understand the differ-
ences, Table 9 displays the estimated willingness to pay values for the different categories 
and Figure 3 gives a graphical overview of the willingness to pay values and correspond-
ing 95% confidence intervals. Finally, Table 10 provides the p-values of the Poe test. If the 
p-value is larger than 0.95 or smaller than 0.05, the willingness to pay values are signifi-
cantly different. The Poe test has to be interpreted with care. Significant differences will 
only appear when confidence intervals are small enough. Hence, if the test does not reject 
the hypotheses that the willingness to pay values are similar, it does not necessarily mean 
that they are not. It rather means that we cannot show that they are.

Differences in willingness to pay are significant for ForPlus10, Bio105, Corn30 and 
Corn70. ForPlus10 is not significant for forest landscapes and is significantly higher in 
open cultural landscapes and urban agglomerations. An increase in biodiversity is valued 
most in open cultural landscapes and in urban agglomerations and is significantly higher 
than in forest landscapes. An increase in corn share to 70% has the highest negative will-
ingness to pay in forest landscapes and in open cultural landscapes. There are very few 
differences between open cultural landscapes and urban agglomerations and no significant 
differences for Meadows Share and Bio85, which however maybe due to the large con-
fidence intervals. FieldHalf and FieldDouble are nearly always significant, but again, no 
significant willingness to pay differences exist. Thus, preferences for this attribute are rela-
tively similar.

The results from the Poe test are corresponding to the findings from the latent class 
analysis. In both exercises, people from open cultural landscapes and urban agglomera-
tions seem to have relatively equal preferences. Similarly, people from forest landscapes 
and from structurally rich cultural landscapes exhibit similar preferences. The main 
hypotheses of decreasing marginal utility seem partly confirmed. For example, people in 
forest landscapes have no willingness to pay for an increase, but a strong willingness to 
pay against a decrease. However, not in all cases, the results correspond to our expecta-
tions.
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Table 9. Willingness to pay for different landscape models.

(1) 
Forest

(2) 
Cultural

(3) 
Farm- and grassland

(4) 
Urban

ForMinus10 -105.2*** -78.72*** -102.3*** -78.52***

(29.01) (16.00) (26.24) (15.52)
ForPlus10 22.54 37.66*** 73.74*** 68.74***

(16.21) (10.10) (16.33) (10.44)
FieldHalf -24.75 -41.61*** -54.31*** -37.89***

(20.69) (13.79) (20.61) (12.65)
FieldDouble -49.10** -45.62*** -51.34*** -16.88

(21.77) (13.10) (19.00) (10.26)
Bio85 6.188 17.10 12.49 34.97***

(20.38) (12.77) (19.15) (12.37)
Bio105 2.044 32.57*** 62.91*** 71.57***

(18.98) (10.26) (14.17) (9.419)
Corn30 -15.98 23.26* 0.0511 -3.970

(21.72) (11.95) (18.54) (12.29)
Corn70 -112.4*** -51.64*** -105.6*** -93.96***

(35.27) (16.03) (29.91) (18.47)
Mead25 9.688 10.17 -25.24 4.244

(21.66) (13.45) (21.35) (12.97)

Standard errors in parentheses.
* p < 0.10, ** p < 0.05, *** p < 0.01.

Table 10. Poe test results.

ForMinus10 ForPlus10 FieldHalf FieldDouble Bio85 Bio105 Corn30 Corn70 Mead25Mead50

Forest vs. Cultural 0.845 0.905 0.251 0.481 0.879 0.987 0.992 0.965 0.696 0.558
Forest vs. Farm 0.412 0.998 0.174 0.529 0.644 0.993 0.805 0.589 0.327 0.517
Forest vs. Urban 0.795 0.997 0.318 0.711 0.877 1.000 0.837 0.683 0.675 0.492
Cultural vs. Farm 0.074 0.986 0.33 0.55 0.185 0.775 0.056 0.046 0.14 0.449
Cultural vs. Urban 0.4 0.975 0.597 0.779 0.486 0.908 0.025 0.041 0.474 0.403
Farm vs. Urban 0.889 0.321 0.733 0.683 0.802 0.623 0.505 0.587 0.867 0.458
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Figure 3. Willingness to pay confidence intervals by sample.
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JEL codes. C25, H41, Q51.

1. Introduction

Many policies affect the natural environment: e.g. a new hydro-electric dam will pro-
vide clean renewable energy and jobs, but may cause damage to the local river; a new 
motorway will reduce travel time, but may be built in a vulnerable natural area; and, a 
new conservation area will protect a number of vulnerable species, but possibly displace 
existing and future industrial activity and development. Policy makers are routinely faced 
with these decisions and trade-offs, and in many countries they are required to undertake 
cost-benefit analyses or assessments. Problematically, many of these costs and benefits are 
not traded in markets and policy makers have no information on society’s preferences for 
these non-market goods and services. Stated choice experiments, where people are asked 
to make a choice between competing policy alternatives, are a way to elicit people’s prefer-
ences for non-market goods and services.

Economists have long recognized that people’s choices are affected by a multitude 
of observable (e.g. gender, age and income) and unobservable (e.g. attitudes and beliefs) 

*Corresponding author. E-mail: danny.campbell@stir.ac.uk
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individual characteristics in addition to the characteristics of the options amongst which 
they choose. For example, when asked to choose whether to support a policy to protect a 
river from hydropower development, people’s decision will likely depend on their income 
and where they live in relation to the river, but also their attitudes towards development, 
clean energy and conservation. Testing whether choices are different between high and 
low income people is trivial and straightforward, but how do we test for differences in 
attitudes and beliefs? How do we incorporate and consider them in our models? The most 
obvious, and perhaps most intuitive, way to test for the marginal effect of an attitude or 
belief is to use an interaction term the same way we would when exploring the marginal 
effects of age, gender or income. However, unlike age, gender and income, attitudes and 
beliefs are likely correlated with unobserved factors affecting choice (i.e.  the error term) 
and indicators of attitudes and beliefs (e.g. Likert scale survey questions) are themselves 
imperfect measures of the true underlying attitude or belief. If either of these are true, 
then the model will be misspecified and the estimated parameters may be biased (endoge-
neity bias and measurement error) (Ben-Akiva et al., 2002; Hess, 2012).

Recently, the integrated choice and latent variable (ICLV), or hybrid choice model 
(Ben-Akiva et al., 2002; McFadden, 1986), popularized in transport (Bhat et al., 2015; 
Hess and Stathopoulos, 2013), has gained traction in environmental economics (Alemu 
and Olsen, 2019; Hoyos et al., 2015; Kassahun et al., 2016; Mariel and Meyerhoff, 2016; 
Taye et al., 2018; Zawojska et al., 2019). An ICLV model combines structural equation 
modelling with discrete choice modelling. In this modelling framework, we assume that 
(unobserved) character traits, such as pro-environmental attitudes, can be captured by one 
or more latent variables defined as functions of observable characteristics and measures 
intended to capture such attitudes, e.g. Likert scale questions. These latent variables can be 
included directly in our choice models to capture the effect of (latent) attitudes and beliefs 
on the probabilities of choice (Ben-Akiva et al., 2002). The popularity of ICLV models 
stems from claims that the inclusion of attitudes and beliefs through latent variables leads 
to improved forecasts (Vij and Walker, 2016; Yáñez et al., 2010), that it sheds more light 
on preference heterogeneity (Kassahun et al., 2016; Mariel and Meyerhoff, 2016), and that 
it allows for the inclusion of attitudinal variables and beliefs while avoiding issues with 
measurement error and possible endogeneity bias (Ben-Akiva et al., 2002; Guevara and 
Ben-Akiva, 2010).1 The latter is only true under specific conditions (Vij and Walker, 2016).

Measurement error and endogeneity bias aside, the interpretability of the parameters 
in ICLV models remain a challenge, especially if we seek to use the model results to influ-
ence policy. In an ICLV model, indicators only affect choice indirectly through the latent 
variable. The latent variable is, by definition, unknown and has no direct interpretability. 
As such, the indicators can only be interpreted in relation to their directional impact on 
the latent variable and its directional impact on utility. For examples from environmen-
tal economics, see Kassahun et al. (2016) who study farmers’ marginal willingness to pay 
(MWTP) to adopt irrigation methods, Taye et al. (2018) who study how people’s envi-
ronmental attitudes affect their MWTP for forest management options, Alemu and Olsen 
(2019) who try to understand how people’s food choice motives affect their MWTP for 

1 For an overview of the historical development of hybrid discrete choice models, we refer the reader to (Baham-
onde-Birke and Ortúzar, 2017).
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insect based food products or Lundhede et al. (2015) who look at how perceived uncer-
tainty about policy outcomes affect bird conservation under climate change. To aid inter-
pretability of the latent variable and to gain a better understanding of what drives hetero-
geneity in welfare measures, Hoyos et al. (2015), Mariel and Meyerhoff (2016) and Mariel 
et al. (2018) argue in a series of papers, all in environmental economics, that practitioners 
should use exploratory factor analysis to identify which indicators are appropriate for each 
latent variable. This approach can also be helpful in model estimation, because more appro-
priate indicators should make estimation of the model easier. An alternative, or perhaps 
complement, to the exploratory analysis is to use already validated scales to elicit attitudes 
or personality traits (Alemu and Olsen, 2019; Boyce et al., 2019; Hoyos et al., 2015; Taye 
et al., 2018). That said, Vij and Walker (2016) show that a reduced form model without 
latent variables may fit the data at least as well as a latent variable model if the observable 
explanatory variables are good predictors of the latent variables, which is a specific case of 
the general result provided by (McFadden and Train, 2000). Chorus and Kroesen (2014) 
caution that using the results of an ICLV model to inform policies that seek to influence 
choice by targeting the latent variable is inappropriate given the cross-sectional nature of 
the data (i.e. only between-individual comparisons based on differences in the latent vari-
able can be accommodated, rather than within-individual comparisons based on changes 
in the latent variable) and the possibly endogenous relationship between the latent variable 
and choice. It is also important to keep in mind that as the complexity of our models – and 
our ability to capture more heterogeneity – increase, we need to be careful that we do not 
tailor our model too close to the sample data. This may compromise our ability to general-
ize our model and results beyond the existing dataset and limit the usefulness to policy 
makers. While end users will often want to establish the relationship between the depend-
ent variable(s) and a relatively small number of key independent variables, increasing 
model complexity is justified only if it produces reasonably more accurate results. While a 
familiar aphorism among econometricians is that “all models are wrong”, some models are 
more wrong than others, and to be of practical use there is a need to ensure that our results 
are understandable and meaningful. That responsibility lies with us.

So what then, is the additional benefit of developing an ICLV model? We argue in this 
paper that while model fit is obviously important, it is not the be all and end all of model 
selection; and that while using hybrid models to suggest polices that target the latent vari-
able itself is inappropriate (Chorus and Kroesen, 2014; Kroesen et al., 2017; Kroesen and 
Chorus, 2018), these models can provide rich insight into behaviour (Hess, 2012), help 
de-bias estimates (Vij and Walker, 2016), offer improvements in prediction in certain con-
texts (Vij and Walker, 2016) and reveal additional layers of heterogeneity (Hess, 2012; 
Mariel and Meyerhoff, 2016; Taye et al., 2018). However, we show that retrieving the true 
parameters of ICLV models can be challenging, and that the benefits of developing and 
using them are not always clear-cut.

This paper is a practical illustration of the points outlined above, and can work as a 
clarification for practitioners and policy makers alike. Using Monte Carlo simulations, we 
show the important role that correlation between the attributes, indicators and latent vari-
ables play in model selection and that the econometricians belief about the strength of this 
correlation is the main thing to consider when trying to decide whether an ICLV model is 
appropriate. Furthermore, we show that the bias of not accounting for these correlations in 
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parameters and MWTP is generally increasing with the strength of the correlations. The 
practical implication is that the strength of the endogeneity bias from including the indi-
cator directly in the choice model is related to the strength of the correlation between the 
indicator and the latent variable. For low degrees of correlation, omitting the latent variable 
or using a reduced form model does not lead to substantial bias in MWTP, but for high 
degrees of correlation between the indicator and the latent variable, the bias in MWTP 
is less than the model without indicators or latent variables. As such, our results can be 
viewed as an illustration of Vij and Walker (2016) and Kroesen and Chorus (2018).

The rest of the paper is outlined as follows: Section 2 outlines our econometric 
approach, Section 3 details the Monte-Carlo data generation processes, Section 4 pre-
sents the results from the simulation study, and Section 5 discusses the implications of our 
results for the use of ICLV models for policy and concludes the paper.

2. Econometric approach

To illustrate our point and substantiate our conclusions, we use a straightforward 
stated choice data setup. We generate synthetic datasets and show through Monte-Carlo 
simulation how misspecification of the model can lead to bias and under which circum-
stances this may not be the case. In the following, we assume that the reader is somewhat 
familiar with discrete choice modelling. To introduce notation, and to save space, we start 
with a standard random parameters mixed logit model where the probability of observing 
the sequence of Tn choices yn made by individual n is a K dimensional integral of the logit 
formula over all possible values of :2

 (1)

where xnjt is a column vector of attribute levels and the joint density of the row vector 
 of marginal utilities is given by f( |.). A key consideration when specifying random 

parameters is the assumption regarding their distribution. In this paper, we express the 
individual marginal utility parameter for attribute k, , as follows:

 (2) 

where  is the mean of the distribution for attribute k, zn is a column vector of regres-
sors relating to individual-specific characteristics, e.g. age, gender, attitudinal responses or 
latent variables,  is a conformable row vector of estimated mean shifter parameters and 
εnk is a deviate from a multivariate normal distribution with zero mean and covariance .  
Introducing individual specific characteristics, e.g.  responses to an attitudinal question, 
allows us to assess and interpret the marginal effect of the attitudinal response on margin-

2 The ICLV model can be specified with other choice kernels as well, e.g. multinomial logit or latent class, but 
throughout this paper, whenever we refer to the ICLV model it is one specified with a random parameters mixed 
logit kernel.
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al utility in the same way as we would for age, gender or income. However, as discussed 
above, by including attitudinal measures directly in the model, we assume that responses 
to these attitudinal questions are direct measures of attitudes, e.g. pro-environmental atti-
tudes, and that they are exogenous, i.e.  that the responses are uncorrelated with the error 
terms. If either assumption is violated, our model is misspecified and our parameters may 
be biased. To avoid some of the issues associated with measurement error and endogene-
ity bias, we can, for example, use a hybrid choice model. In this model, we assume that 
the responses to the attitudinal questions are mapped to a latent variable that is included 
directly in the marginal utility expression just like we would for any other individual char-
acteristic. In our case, the latent variable is given by the following structural equation:

 (3)

where  is a normally distributed random disturbance with zero mean and standard 
deviation  to be estimated. Responses to our pro-environmental behaviour question 
are given on a three-point Likert scale, as explained below. Since the response is on an 
ordered scale, we need to use an ordered model for the measurement equations (Daly 
et al., 2012). Let us create an underlying continuous variable, i*, that determines the 
observed response to the indicator question. For individual n, we assume the following 
relationship with the latent variable:

 (4)

where  is a constant to estimate,  represents the variation of the underlying continuous 
variable for a unitary variation in the latent variable and εn is an idiosyncratic random 
disturbance term assumed to be a deviate from an identically and independently standard 
logistic distribution. Now, we can map the value of  to the observed cardinal response to 
the three-point indicator question. Specifically, with l denoting the index for the indicator 
response (i.e. l∈{1,2,3}), we have:

 (5) 

where  and  are threshold parameters to be estimated. In order to preserve the posi-
tive signs of all of the probabilities and ensure that the support is over the entire real line, 
there is a strict ordering of threshold values that demarcate the observed ordinal levels of 
the indicator question, specifically -∞< < <∞, with τ0=-∞ and τL=∞. With this in place, 
the probability for the response to the indicator question for individual n can be repre-
sented by the ordered logit model:

 (6) 

where Λ(.) represents the standard logistic cumulative distribution function and  is a vari-
able equal to one when the indicator level l is responded by individual n and zero otherwise.
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To estimate the ICLV model, we need to maximize the joint likelihood of the observed 
sequence of choices and the observed responses to the Likert scale questions gauging pro-
environmental behaviour. We can write the overall likelihood function as follows:

 (7)

where  denotes the normal density with mean zero and variance . Note the 
probability now involves a K+1 dimensional integral.

3. Synthetic data generating process and approach

3.1 Data

We use Monte-Carlo experiments to generate synthetic datasets. This is particular-
ly useful because we know the true parameters underlying the data generating process 
(DGP) and will enable us to judge model performance in terms of how close the mod-
el estimates are to the true values. For this demonstration, we construct a stated choice 
experiment characterized by three environmental attributes: “area” represents the protect-
ed area (in 1,000 km2) with levels 2, 4, 6, 8, 10 and 12; “broadleaf ” denotes the fraction 
of newly planted trees that are broad-leafed with levels 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0; and, 
“recreation” is a zero-one indicator variable signifying if recreation opportunities are avail-
able. The “cost” attribute is specified as having six levels: €5, €10, €15, €20, €25 and €30. 
Next we generate a random experimental design consisting of 500 synthetic individuals 
completing six choice tasks comprising two alternatives.3 For the indicator question we 
make use of a three-point Likert-scale indicating environmental tendency: anti-environ-
mental tendencies, neutral-environmental tendencies and pro-environmental tendencies.

Our Monte-Carlo strategy involves 25 data generation processes. In all settings, the 
model specification used in the DGP is based on the ICLV model with a random param-
eters mixed logit kernel described above. Specifically, we assume:

βnk=μk+γkLn+σkυnk, (8)

where υnk is an independent standard Normal deviate, meaning that σk can be interpreted 
as the standard deviation of the (underlying) Normal distribution.4 The parameter vector 
γ determines the direction and strength of the relationship between the latent variable and 
the marginal utilities. To asses how findings are sensitive to different values of γ we con-
sider different vectors. This goes from the case where the latent variable has no bearing 
on any of the marginal utility distributions (i.e. where γk=0∀K) to one in which it plays a 

3 While this design ensures that all attribute levels can be estimated independently of each other, we recognise 
that a more efficient experimental design could have been used to minimise the variance of the parameters. 
However, in a Monte Carlo experiment with specified parameters it may be more appropriate to show that the 
results stand up in cases where the experimental design is not tailored too closely to the data-generating param-
eters. Indeed, this would be the case in a real-life empirical application.
4 For the cost attribute, we specify βnk=-exp(μk+γkLn+σkυnk) to ensure strictly negative values.
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large role. Given our DGP of a positive correlation between the latent variable and envi-
ronmental tendency, we achieve this by increasing the γk values for the non-cost attributes 
and decreasing it for the cost attribute. Furthermore, we consider different values of ψ to 
contrast the suitability of the indicator question as a manifestation of the underlying latent 
environmental tendency, respectively, from the case where the Likert responses are inde-
pendent of environmental tendencies to one in which they are, for all intents and pur-
poses, direct measures of environmental tendency. We make use of an orthogonal setup 
with five sets of parameters to control for the strength of relationship between the latent 
variable and the marginal utility parameters and five parameters to control the strength 
of relationship between the latent variable and the indicator response, thus producing 25 
different DGPs enabling independent evaluation. The respective γk and ψ for each DGP is 
reported in Table 1. The other parameters remain constant across all DGPs. Respectively, 
for the cost, area, broadleaf and recreation attributes the values of μk are -1.0, 0.6, 2.5 and 
1.4, and the values of σk are 0.4, 0.1, 0.8 and 0.4. For σL, ζ, τ1 and τ1 we use 1.2, -0.6, -1.0 
and 0.1, respectively.

In practice, we generated a deviate for each synthetic individual from N~(0,σL
2) to 

represent their specific latent variable, and independent deviates from N~(0,σk
2) to obtain 

their specific marginal utility. Additionally, for each utility function and their underlying 
continuous variable relating to the indicator we retrieved deviates from independently and 
identically distributed type I extreme value distributions with variance π2/6. The choices 
are produced by identifying the alternative associated with the largest utility value. The 
individual counterfactual response to the three-point indicator question is established by 
comparing the simulated indicator distribution against the demarcation thresholds. Since 
idiosyncratic results can arise from a single sample of individuals, we generate 100 replica-
tions for every simulation setting.

To determine how well the simulated data reflect the DGP, we report a number of 
Pearson correlation coefficients for each data generation setting in Table 1. Specifically,  
ρWk,L and ρWk,i* denote the correlation between the MWTP for attribute k and the latent 
variable and the underlying continuous variable relating to the indicator, respectively. The 
correlation between the latent variable and the underlying continuous variable relating to 
the indicator is signified by ρL,i*. We can see that the correlations reflect the DGP and, 
most importantly, that we separately control for differences in the influence of the latent 
variable on preferences and the indicator. It is also noticeable that the latent variable has a 
relatively stronger influence on the area attribute, followed by broadleaf and, lastly, recrea-
tion. This is a deliberate artefact of the parameters we used in DGP, since it allows us to 
compare the implications under a wider range of settings.

3.2 Analysis

For each dataset generated, we estimate six candidate models. This includes a random 
parameters mixed logit model (MXL), a random parameters mixed logit model with the 
indicators mapping directly to the marginal utilities (MXLIND) and a hybrid random 
parameters mixed logit model (LVMXL), that matches the DGP, where the latent variable 
enters both the marginal utility expressions and measurement equation relating to envi-
ronmental tendency. It is widely acknowledged that models relying on the strict notion of 
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independent random parameters can be inferior to those that accommodate correlation 
(Mariel and Artabe, 2020; Mariel and Meyerhoff, 2018). While this correlation can stem 
from observable characteristics (e.g. gender, age and income), it may also be an artefact of 
unobserved latent variables. The importance of this latter point is often not fully appreci-
ated. Indeed, a pertinent question is whether or not—and in what settings—allowing for 
correlation is an acceptable substitute for hybrid latent variable models and, conversely, 
if it is possible to say anything about the potential aptness of considering a hybrid latent 
variable model based on an inspection of the correlation structure of random parameters. 
To explore these issues we also estimate the corresponding models that allow for corre-
lated random parameters (MXL-CORR, MXLIND-CORR and LVMXL-CORR, respective-
ly). Estimating all six candidate models allows us to compare the effects under correctly 
specified and misspecified cases and to make inferences regarding the consequences of the 
naïve assumption(s). Combined, this leads to a total of 15,000 mixed logit models to esti-
mate (i.e. 25 simulation treatments times 100 replications times six model specifications).

All models are coded and estimated using the maxLik library in R (see Henningsen 
and Toomet (2011) and R Core Team (2020) for further details). We used maximum sim-
ulated likelihood estimation using 500 quasi-random scrambled Sobol sequences for the 
simulation of the random parameters and latent variable. For all models, we started the 
estimation iterations using the parameters that were specified as part of the DGP.

4. Results

In Table 2, we show the mean difference in log-likelihood for all 25 DGPs over the 
100 simulated Monte-Carlo datasets, and the corresponding 2.5th and 97.5th percentiles. 
Note that for the latent variable models we focus only on the fit of the choice model com-
ponent, which we denote using LL*. First, and unsurprisingly, in accordance with Mariel 
and Meyerhoff (2018), we see that the models allowing for correlations between the ran-
dom parameters fits the data better, i.e. produces higher log-likelihood values. This result 
holds for all three model specifications. However, we do note that the improvements in 
log-likelihood reported here do not penalise for the increased number of parameters. Sec-
ond, including the indicator directly in the utility expression leads to better choice predic-
tions. Referring back to the correlations between the indicator and latent variable for each 
DGP in Table 1, we see that this improvement in model fit is increasing in the degree of 
correlation between the two (i.e. ρWk,i*). The most important take-away from this is that 
we find that the reduced form model without the latent variable fits the data equally well, 
which is consistent with Vij and Walker (2016). This fact really brings the question of 
what the additional benefit of a hybrid choice model is in many contexts to the forefront.

Moving beyond model fit is necessary to fully understand what is going on. While 
the reduced form models do “just as well” at predicting the chosen alternative, do they 
also retrieve unbiased and consistent estimates of the parameters and welfare measures? 
To explore this, in Table 3 and Table 4 we show the degree of bias in the parameters asso-
ciated with the latent variable: specifically, with  Table 3 and Table 4 comparing the mean 
error (i.e.  the mean of all differences between the estimated values and the true value for 
each data generation setting) and the corresponding 2.5th and 97.5th percentiles for the 
models without and with correlations, respectively. We report the absolute bias, but rela-
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tive bias can be assessed by referring back to the true parameters associated with any giv-
en DGP in Table 1. Nonetheless, the tables are useful to compare the different DGPs and 
signing the bias.

First, looking at Table 3, the most striking result is that, in general, the standard devi-
ation of the latent variable is underestimated (first column), the parameters for cost and 
recreation are overestimated while those for area and broadleaf are (for the most part) 
underestimated. We also remark that the latent variable interaction with the indicator 
shows a high degree of bias for all simulation settings. Indeed, in situations where ψ=0 we 
find that the interaction is underestimated, whereas for settings where ψ>0 we find that 
they are overestimated. Furthermore, while the extent of the bias is increasing in ψ, we 
see no such pattern for the standard deviation of the latent variable or the other estimated 
parameters. Recall that the DGP was based on the LVMXL model. While we can normally 
expect to see idiosyncratic bias because the integrals are simulated and the data randomly 
generated, the fact that we observe systematic bias is a cause for concern and should make 
any practitioner think twice about using hybrid choice models. The inablity to recover 
the true parameters—even when the DGP is known and we start the estimation at the 
true parameters—is disconcerting and underlines the point that these models are difficult 
to estimate even under “perfect” conditions.5 So what does this say about our ability to 

5 We recognise that 500 quasi-random draws may not have been sufficient and that increasing the number of 
simulation draws may have led to a more stable set of parameter estimates. We justify this on the grounds that, 

Table 2. Mean improvement in log-likelihood (choice) over respective DGP baseline MXL model across 
the 100 Monte-Carlo simulations.
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retrieve unbiased parameters in empirical settings when the DGP and its parameters are 
unknown?

in total, we estimated 15,000 mixed logit models. Increasing the number of draws would have entailed consider-
ably more estimation time.

Table 3. Bias for parameters connected with the latent variable in the LVMXL model.

Table 4. Bias for parameters connected with the latent variable in the LVMXL-CORR model.
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Turning our attention to the model with correlation reported in Table 4, we see some 
stark differences compared to the models without correlation. The most notable change 
is the switching signs and larger magnitude of the bias in the standard deviation of the 
latent variable and ψ. This shows overwhelming evidence that allowing for correlation 
in the random parameters when this was not part of the DGP leads to severe bias in the 
parameters associated with the latent variable when the latent variable is the only source 
of correlation in the data. Intuitively, this makes sense. We now have a whole correla-
tion structure, in addition to the latent variable, trying to describe the influence of the 
latent variable. Crucially, the magnitude of the bias of ψ is important because it can lead 
to an entirely misleading interpretation of the latent variable. Note that given the true 
parameters of ψ in Table 1, the magnitude of the bias implies that the estimated value of 
the impact of the latent variable will be negative. Consequently, ceteris paribus, we would 
wrongly conclude that an increase in the latent variable is associated with an increase 
in the MWTP for the environmental attributes and a decrease in the tendency to report 
pro-environmental attitudes on our three-point Likert scale question. If we look at the 
bias in the γ parameters, we see that this is much smaller compared to the LVMXL mod-
el. While the bias for the standard deviation of the latent variable and the latent vari-
able indicator interactions switch signs and are considerably larger, the bias for γ is much 
smaller, which makes it difficult to ascertain the net effect on welfare estimates. What it 
does highlight, and we cannot stress this enough, is that there appears to be a dilemma 
and a set of unforeseen trade-offs when it comes to hybrid choice model selection. The 
extent to which this is just an artefact of our DGP parameters and assumptions remain 
unclear, as this would require further simulation work under a broader range of settings. 
Nonetheless, it does show that model selection comes down to the analyst’s belief about 
correlations and that model selection and the use of these models truly is “a road fraught 
with peril”.

To determine how the above results affect MWTP, we compare the overlapped esti-
mated area of the actual MWTP kernel density estimates to that of the kernel density of 
the distribution of the means of the individual-specific posterior MWTP. This is an easy 
way to quantify the similarities or differences between the actual and predicted MWTP 
distributions. To make the comparison more intuitive, we consider the difference in the 
percentage overlap of each model to the basic MXL model, which represents the most 
naïve assumptions about the DGP. To illustrate how this difference is sensitive to the cor-
relation between the DGP MWTP and the latent variable, as well as the indicator, we plot 
the differences against ρWk,L and ρWk,i*, respectively. We sort the corresponding points by 
the correlation measure and graph this using a technique known as locally estimated scat-
terplot smoothing (LOESS).6 We show these in Figure 1, Figure 2 and Figure 3 (and their 
associated 95 percent confidence level) for the area, broadleaf and recreation attributes, 
respectively. Specifically, the locally regressed and smoothed percentage point differences 
in overlap of each candidate model relative to the MXL model are plotted against: (i) the 
correlation between the actual MWTP and the latent variable in the left panel; and, (ii) 
the correlation between the actual MWTP and the underlying continuous variable relat-

6 The LOESS method is a non-parametric approach where fitting is done locally (in our case with a neighbour-
hood proportion of 0.4). The result is a smooth curve, which makes it easier to detect trends. This was achieved 
using the stats library in R .
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ing to the indicator in the right panel. As we move from the origin to the right, the degree 
of correlation increases. The vertical axis shows the percentage point difference in overlap 
relative to the MXL model, meaning that a move up this axis signifies that the candidate 
model does better at predicting the true MWTP distribution relative to the MXL model.

As might be expected, a visual inspection of Figures 1-3 reveals that all models gen-
erally retrieve the same MWTP distributions when the correlation between MWTP and 
either the latent variable or indicator is low. But, as the degree of correlation increases, 
we can see that the models that accommodate correlated random parameters and/or 
environmental tendency (either directly or indirectly) are better at explaining the true 
MWTP distributions. Recall the discussion relating to the switching signs for the bias 
in the standard deviation of the latent variable and the interaction of the latent variable; 

Figure 1. Percentage point difference in overlap of MWTP distributions relative to the true MWTP dis-
tribution for area.

Figure 2. Percentage point difference in overlap of MWTP distributions relative to the true MWTP dis-
tribution for broadleaf.
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this switch does not appear to affect the estimation of MWTP. Relatively speaking, for the 
most part, the LVMXL and LVMXL-CORR curves are closely aligned.

Focusing on Figure 1, we see that as the correlation with the latent variable (left 
panel) increases beyond 0.2, the models that directly or indirectly include the indicator 
outperform the MXL and MXL-CORR models. This is an important finding, since it sug-
gests that simply allowing for correlation does not, in itself, allow us to recover the correct 
MWTP distribution. However, it must be noted that this result is strongest in cases where 
the correlation with the latent variable is moderate. As the strength of the relationship 
gets very high (ρ>0.6) there is a clear turning point, indicating that the relative impor-
tance of directly or indirectly including the indicator lessens. But this same finding is not 
observed for the MXL-CORR model, to the extent that just allowing for correlated ran-
dom parameters does all most just as well at retrieving the correct MWTP to pay distribu-
tion. Importantly, this suggests that if the analyst believes that most, if not all, of the cor-
relation between the random parameters are caused by a single unobserved latent variable, 
and that the effect of this variable is sufficiently strong, then simply estimating a stand-
ard mixed logit model with a full correlation structure may be sufficient if MWTP is the 
key measure of interest. Though, of course, this comes at the expense of not knowing the 
underlying source of heterogeneity, which may, or may not, be of interest. We also observe 
that the MXLIND and MXLIND-CORR are better able to uncover the true MWTP distri-
bution compared to the LVMXL and LVMXL-CORR, respectively, when the strength of 
relationship between the latent variable and MWTP is weak or moderate. As the strength 
of relationship increases, however, we remark that this no longer holds. This additional 
insight implies that the relative advantage of ICLV models over simpler models to retrieve 
the correct MWTP distribution is dependent on the strength of the role that the latent 
variable plays on the distribution. While not a surprising finding, it reinforces the need 
to think twice about using hybrid choice models in situations where it is believed that the 
latent variable is weakly related. These findings are perhaps better illustrated when the 
change in overlap is plotted against the correlation with the indicator. The downward turn 

Figure 3. Percentage point difference in overlap of MWTP distributions relative to the true MWTP dis-
tribution for recreation.
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towards the MXL baseline is even more pronounced at higher levels of correlation for all 
but the MXL-CORR model and especially so for the models that directly include the indi-
cator responses in the utility function. At this point, recall that the “area” attribute is also 
the one that is linked the strongest to the latent variable and the indicator. This explains 
why the difference between the models are so stark and why we see that this result is miti-
gated as the relationship between MWTP and the latent variable and indicator becomes 
weaker. For example, looking at the Figures 2 and 3, where the strengths of association 
are lower, we see that the predicted curves are more closely aligned and do not exhibit an 
inverted U-shape. This implies that, for these attributes, models that include the indicator 
(either directly or indirectly) do not produce markedly better predictions of the MWTP 
distribution compared to the MXL-CORR model, and this holds irrespective of the cor-
relation between MWTP and either the latent variable or indicator. For the recreation 
attribute (Figure 3), which had the lowest association with the latent variable and indica-
tor response, the predicted curves are relatively flat, suggesting that the prediction of the 
MWTP distribution is less sensitive to which of candidate models is used. While these are 
also obvious findings, the fact that we are able to retrieve, show and prove them through 
our simulation is reassuring.

In generating the results illustrated in Figures 1-3 we took account of all synthetic 
individuals per DGP. However, this may mask the relative performance of each candidate 
model to correctly predict MWTP for individuals who hold a particular environmental 
tendency. Indeed, one of the often-purported advantages of ICLV models is their ability to 
provide additional insight on preference heterogeneity, particular among those with dif-
ferent latent attitudes. While, as stated earlier, we should be prudent about making policy 
recommendations on the basis of a latent variable – as well as the, obvious, impracticality, 
and futility, of targeting policy on the basis of an indicator response – policy makers may 
still be interested in knowing how members of society with different environmental ten-
dencies judge their policies. For this reason, in Figures 4-5, we plot the locally regressed 
and smoothed mean bias in MWTP for each attribute against the correlation between 
the attribute and the latent variable broken down by whether an individual holds anti-
, neutral or pro-environmental tendencies, depicted on the first, second and third panel, 
respectively.7 For comparison, in the fourth panel, we also present this for all individu-
als. Looking firstly at this fourth panel, we see that the curves essentially overlap and are 
not significantly different from zero when the correlation between MWTP and the latent 
variable is weak or moderate. In these cases, the ability to retrieve the mean MWTP 
(across all individuals) does not appear to be affected by the degree of correlation with 
the latent variable nor by which of the candidate models we use. As can be seen in Figures 
4-5, however, these curves begin to diverge as the degree of correlation increases (ρ>0.5) 
to the extent that some are significantly different from zero. This insight suggests that if 
the main interest is on describing the means of the posterior MWTP distributions at the 
sample level, model choice is perhaps only consequential when the MWTP distribution 

7 For this, we subtract the actual individual-specific MWTP from the mean of the predicted individual-specific 
posterior MWTP and take the arithmetic mean for each data generation setting and model and, again, apply the 
LOESS method with a smoothing parameter of 0.4. The results are qualitatively similar for correlations between 
the attribute and the indicator and is omitted from the paper for brevity, but are available from the correspond-
ing author upon request.
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is believed to be strongly correlated with the latent variable. This is expected given the 
results above and that more flexible models are preferred if you suspect high degrees of 
correlation between MWTP and the latent variable. However, the corresponding curves 
produced for individuals who hold anti-, neutral or pro-environmental tendencies tell 
a somewhat different story. Only when the MWTP and latent variable distributions are 
uncorrelated do we find that all models produce relatively unbiased estimates of MWTP 
irrespective of environmental tendency. However, with any degree of correlation we see 
that the MXL and MXL-CORR models produce biased MWTP estimates for each sub-
group. Specifically, these models overestimate individual-specific MWTP for individuals 
who hold anti- and (albeit to a lesser extent) neutral environmental tendencies, whereas 
they underestimate for the subgroup with pro-environmental tendencies. An important 

Figure 4. Mean bias in MWTP broken down by anti-, neutral and pro-environmental tendencies for 
area.

Figure 5. Mean bias in MWTP broken down by anti-, neutral and pro-environmental tendencies for 
broadleaf.
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finding for analysts who make use of individual-specific posterior MWTP estimates is 
that the extent of these biases increase with the degree of correlation. While this trend of 
overestimating MWTP for anti- as well as neutral environmental tendencies and under-
estimating for pro-environmental tendencies still largely holds for the other candidate 
models, it is less evident and we observe it to be less sensitive to the degree of correla-
tion. Nonetheless, there appears to be systematic differences between the models where 
we have included the indicators directly and their analogous latent variable models. 
For example, in Figures 4-5, relative to the MXLIND and MXLIND-CORR models, the 
LVMXL and LVMXL-CORR models, respectively, produce higher MWTP estimates for 
the anti- and pro-environmental tendency subgroups, but lower estimates for the neutral 
subgroup. Furthermore, these differences become more apparent as the degree of correla-
tion between the MWTP and latent variable distributions increase. While the extent to 
which this finding can be generalized beyond our data generation settings is unclear, it 
does, nonetheless, further emphasise the difficultly associated with model selection when 
latent attitudes are believed to play an important role on MWTP.

5. Discussion and concluding remarks

In this paper, we generate a series of Monte-Carlo simulations that separately con-
trol for the strength of relationship between the latent variable and preferences and the 
strength of relationship between the latent variable and the indicator. In the real world, 
structural equations usually comprise standard socio-demographic characteristics and are 
often weak. To mimic this in the present paper, without complicating the DGP more than 
necessary, we treat the latent variable as normally distributed with zero mean and esti-
mated standard deviation. This is exactly identical to a structural equation containing only 
an error-term. This also means that our reduced form model is a mixed logit model with 
an additional random error component (Vij and Walker, 2016). In the present paper, we 
used a simple three-point Likert scale question as an indicator of environmental tendency. 
This indicator was included in an ordered logit measurement equation. For each dataset 
generated, we estimate a random parameters mixed logit model, a random parameters 
mixed logit model with the indicators mapping directly to the marginal utilities and an 
ICLV random parameters mixed logit model, each with and without allowing for correla-
tion among the random parameters.

From our results, it is clear that if you are only interested in choice prediction, then 
a mixed logit model with correlation may perform equally well to a hybrid choice model. 
While this is consistent with the general result of Vij and Walker (2016), who suggest 
that a reduced form model will fit the data at least as well, this is not in and of itself a 
reason to not use ICLV models. As we, and others, have shown, such models can offer 
greater insight into underling behavioural phenomena and contribute to decompos-
ing marginal effects of the latent attitude on welfare estimates. But whether or not these 
additional behavioural insights outweigh the costs of estimating them remains an empiri-
cal question and will be entirely context dependent. In our simulations, we show that if 
the structural and measurement equations are weak (i.e.  if observable characteristics are 
poor predictors of the latent variables, if appropriate indicators are not available and/or if 
the correlation between preferences, the latent construct and the indicator is weak), then 
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the model’s ability to separately identify the marginal effects are likely limited and the 
benefits of developing and using an ICLV model are less clear-cut. In the cases where we 
do have weak structural equations, the use of measurement equations can help explain 
the latent variable and improve the fit of our choice model. Unfortunately, in real world 
applications we do not know a priori whether an indicator is good or bad, nor is there 
much guidance on the strengths of correlation. But there are ways to identify better indi-
cators using, for example, exploratory factor analysis (Hoyos et al., 2015; Mariel et al., 
2018; Mariel and Meyerhoff, 2016). Ultimately, however, we show that model selection 
should be driven by the analyst’s belief about the strength of correlations between prefer-
ences, the latent variable and indicator. In any case, we need to be careful and mindful of 
the criticisms of Chorus and Kroesen (2014) and Kroesen and Chorus (2018): given the 
potential endogenous relationship between the latent variable and choice and the cross-
sectional nature of the data, it is impossible to ascertain a causal relationship between 
attitudes and behaviour meaning that we should be very careful recommending policies 
that target the latent variable itself.

While we have not spent significant time talking about prediction in the present 
paper, we do feel it is prudent to reiterate that hybrid choice models can lead to improved 
predictions, but that any improvements are only likely in the case where it would be pos-
sible to predict the future state of the latent variable itself (Vij and Walker, 2016; Yáñez 
et al., 2010). More likely than not, this type of data will not be available. This is also pos-
sibly why we see that our models fit the data equally well, i.e.  in terms of explaining the 
sequence of choices made by individuals. That said, the conclusions in this paper echo 
those of many others (Chorus and Kroesen, 2014; Kroesen and Chorus, 2018; Vij and 
Walker, 2016), that we need to take better heed of the quality of our data and recognize 
the limitations of it. The usefulness of ICLV models hinge on the quality of the data, and 
an ICLV model applied to poor data may add nothing to explanatory power and even less 
to policy. Furthermore, it is clear from our simulation work that even under “perfect” con-
ditions, we struggled to retrieve the true parameters of the model, and the appropriateness 
of the model itself came down to the degree of correlation between our attributes, latent 
variable and indicator. Taken together, this makes the use of latent variable models, per-
haps especially to inform policy, a road fraught with peril.
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