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Abstract:
In this article we discuss a contrastive, morphological agreement pattern exhibited by singular possessive pronouns in West Flemish and German. While West Flemish zen (‘his’) and eur (‘her’) require a suffix -en to mark masculine agreement, they are unmarked for feminine agreement. Conversely, German sein (‘his’) and ihr (‘her’) require a suffix -e to mark feminine agreement, but they are unmarked for masculine agreement. Put differently, in both languages only one gender is marked for agreement, and West Flemish marks a different gender than German. To account for this intra- and cross-linguistic variation, we argue for a fine-grained analysis, couched in Nanosyntax (Starke 2009 et seq.), of the possessive pronouns and their agreement markers.
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1. Introduction

In this article, we investigate third person singular possessive constructions in West Flemish and German. More specifically, we focus on the contrastive, morphological agreement marking exhibited by the possessive pronouns, as illustrated in (1) for West Flemish and in (2) for German.

(1) a. zen-en hoed
    his-masc.sg hat.masc.sg
    ‘his hat’

b. zen-ø veste
   his-ø jacket.fem.sg
   ‘his jacket’

c. eur-en hoed
   her-masc.sg hat.masc.sg
   ‘her hat’

* We would like to thank the participants of IGG 2023 for their questions and comments. We are also indebted to Pavel Caha for his invaluable feedback on previous drafts, and to two anonymous reviewers for their helpful comments and suggestions. Both authors contributed equally to this article.
In (1) and (2), we see that every pronoun agrees with the possessum (i.e. the person/object that is possessed) in number and gender, but this is morphologically realised in opposite ways. In both languages only one gender is marked by an agreement suffix, the other is unmarked (indicated by ø), and the gender which is marked is different for each language. In other words, the pronouns in West Flemish require a suffix to agree with singular masculine possessums, but not with feminine ones, and the pronouns in German require a suffix to agree with singular feminine possessums, but not with masculine ones. This way, the data in (1) and (2) present us with a cross-linguistic contrast in number/gender agreement, and the question arises if/how we can account for this variation.

1 With regards to the West Flemish and German data, we leave out two elements. The first element is neuter pronouns, (i) and (ii). In both languages, the pronouns (ia-b) and (iia-b) pattern with the masculine pronouns, (1-2). However, the agreement in West Flemish follows the feminine pattern, (ic), and in German the masculine one, (iic). This does not mean that we imply that masculine/feminine and neuter gender consist of the same features, but the distinction between them is currently uninformative to our discussion.

1 The second element is case. Since West Flemish seems to have no (overt) morphological case marking anywhere else except for personal pronouns (cf. Haegeman 2013), and since our discussion wants to primarily shed light on the number/gender marking between the two languages, we opted to not obscure the picture unnecessarily. In addition, there are also some theoretical arguments to assume that the exclusion of case will not significantly alter the analysis we propose (cf. section 2.3, and Caha 2021).
To date, the markings in (1) and (2) have, as far as we know, not received much attention. In the existing literature, discussions of West Flemish and German possessive pronouns are often embedded in larger discussions of the so-called ‘Possessive Doubling Construction’ (PDC) (see for instance Haegeman 2004, 2013; Weiß 2008; Georgi and Salzmann 2011 and Buelens 2014 amongst others). The PDC is a mere extension of the constructions in (1) and (2), as it explicitly contains the prenominal possessor, (3).

(3) a. Peter/Marie zen-en/eur-en hoed
   Peter/Mary  his-masc.sg/her-masc.sg hat
   ‘Peter’s/Mary’s hat’
   West Flemish

b. Peter/Marie sein-e/ihr-e Schwester
   Peter/Marie  his-fem.sg/her-fem.sg  sister
   ‘Peter’s/Mary’s sister’
   German

For the constructions in (3), the focus has mostly been on the derivation of the DP in its entirety. That is, previous studies, for instance, examined word order, case assignment and the relation between the possessor and the possessum. The composite morphology of the pronoun has not been investigated in detail yet. With respect to its function, though, there is a consensus that the pronoun occupies a single functional head within the DP. Type-wise, this head has been argued to be a determiner head, D (see Heck and Müller 2007; Weiß 2008; Georgi and Salzmann 2011), an inflectional head, 1 (Haegeman 2004, 2013), or a possessive head, poss (Buelens 2014). The structures that have been proposed are all variations on the basic DP structure in (4a-b) for West Flemish and (4c-d) for German.

(4)
2. Ingredients of the analysis

As was mentioned in the Introduction, West Flemish *eur-*(en) and German *ihr-(e) traditionally lexicalise a single, functional head in the DP-structure. However, the main argument that we develop in this section is that this head is actually decomposable into multiple layers, and that some of these layers are lexicalised by the pronoun, and some by the agreement marker. The core of our argument is visualised in (5). Following the morphology on the possessives, the DP-head is split up into two constituents, POSS and AGR, which are themselves internally complex. In some cases (cf. (1b,d) and (2a,c)), these two constituents are spelled out as a portmanteau, (5a), in other cases (cf. (1a,c) and (2b,d)), they are spelled out separately, (5b).^2

(5) a.  

To explain the picture in (5), we will start by introducing the concepts of ‘phrasal spellout’ and ‘root size’ in section 2.1. This will help clarify how we can account for both the lexicalisation of portmanteaus and separate morphemes. After that, in section 2.2 and section 2.3, we examine the internal structures of POSS and AGR individually and provide an explanation for the differences between West Flemish and German agreement.

2.1 Phrasal spellout and root sizes

Before delving into the decomposition of the possessive pronouns, we must introduce two concepts within the nanosyntactic framework that will allow us to explain why the possessives sometimes require suffixation to agree with the possessum and sometimes do not. These concepts are phrasal spellout (Baunaz and Lander 2018; Caha 2009, 2019; Starke 2009, 2018 to name only a few) and root sizes (Starke 2014; Caha et al. 2019).

Let us start from the basics. Nanosyntax (Starke 2009 et seq.) is a Late-Insertion theory of morphology, where syntactic structures are merged first and then lexicalised afterwards by means of lexical items. Under this view, lexical items consist of several parts: a phonology and/or concept and a syntactic representation. This is illustrated by the abstract lexical item in (6).

(6)  

^2 We will not go into the specifics of how the possessive pronoun eventually gets merged with the NP (which is why the NP is in light grey), as we put the focus specifically on the possessive pronoun in this article. We refer the reader, for instance, to Ross (2021) for an implementation of this in Nanosyntax.
The relationship between the syntax and the lexicon in Nanosyntax is considered to be one of ‘matching’. That is, whenever syntax builds a structure, e.g. (7a), it will search the lexicon for a suitable lexical item that is either a perfect equivalent of the structure or that contains a subpart of it.

Concretely, the lexical item in (6) forms a match with the structure in (7a), because it is identical to it. It can thus be inserted at the top node AP and lexicalise not only this phrase, but also the other features contained within it. We indicate successful lexicalisation with a circle, (7b). A situation like this, where a single morpheme is able to lexicalise multiple syntactic terminals, is referred to as ‘phrasal spellout’.

(7) a. 

\[
\begin{array}{c}
\text{AP} \\
\text{A} \quad \text{BP} \\
\text{B} \quad \text{CP} \\
\text{C}
\end{array}
\]

b. 

There are, however, instances where a lexical item only matches a subpart of the syntactic structure. An example of such an instance would be when the top node of the structure in (7a) is not AP, but a different feature e, as in (8a). Another example would be when one of the features is left out, as in (8b). The features which are not part of the lexical item in (6) are indicated in light grey.

(8) a. 

\[
\begin{array}{c}
\text{EP} \\
\text{E} \quad \text{BP} \\
\text{B} \quad \text{CP} \\
\text{C}
\end{array}
\]

b. 

In situations like (8), the lexical item cannot lexicalise the full structure, because it either does not contain the new feature, or because it is missing a feature. However, in both circumstances, it can still lexicalise a subpart of the structure due to the so-called Superset Principle. This principle is formulated in (9).

(9) Superset Principle (Starke 2009)
A lexically stored tree L matches a syntactic node S iff L contains the syntactic tree dominated by S as a subtree.
Put informally, the principle states that a lexical item can lexicalise any node of a syntactic tree as long as all the features below that node are contained within it. Taking the examples we have been using thus far, the lexical item in (6) can be inserted at the BP node and lexicalise all the features it encompasses, (10a). It can also be inserted even lower at the CP node and lexicalise just a single feature, (10b).

(10)

```
a.  
   EP  
      E  
      BP  
      B  CP  
         C  
    morpheme

b.  
   AP  
      A  BP  
      B  CP  
         C  
    morpheme
```

In the examples above, the lexical item in (6) matched a subpart due to some kind of disruption in the syntactic structure. However, it can also be the case that the lexical item itself simply has a different ‘root size’. Caha (2021) illustrates this by means of a comparison between the plural forms of the English nouns *sheep* and *father*. Whereas the former can be both singular and plural, the latter can only be singular and will require a suffix to pluralise. This suggests that the lexical structures for *sheep* and *father* are not the same. That is, *sheep* must have a bigger size, because it incorporates both number features, whereas *father* only incorporates one of them. This is depicted in (11).³ Already note the resemblance between these structures and the ones we drew in (5): *sheep* can spell out the structure as a portmanteau, *father* must resort to two morphemes.

(11)

```
a.  
   PIP  
      SGP  PL  
      NP  SG  
   sheep

b.  
   PLP  
      SGP  PL  
      NP  SG  
   father
```

In sum, we have learned in this section that phrasal spellout in combination with the Superset Principle allows morphemes to spell out more or less structure, depending on the context, and that lexical items come in various sizes. In the next two sections, we will use both

³ One could wonder why the lexical item *sheep* does not lexicalise both structures in (11), as it is a perfect match for both. As proposed by Caha et al. (2019), the reason for this essentially has to do with the retention of concepts. They argue that, when a certain lexical item is chosen at the start of the derivation, the rest of the derivation must remain faithful to that choice so as not to illogically replace the concept *father* with *sheep* in the course of lexicalisation.
concepts to account for the fact that some West Flemish and German possessive pronouns can spell out POSS and AGR (cf. (5)) by means of a portmanteau, but others must resort to a second morpheme to do so. We will show that the lexical items of both POSS and AGR spell out a sequence of features and that in each language these sequences differ in size, creating the need for additional agreement suffixation as in (11b).

### 2.2 The internal structure of POSS

As was mentioned before (cf. (5)), we divide the d-head into two elements: POSS and AGR. In this section, we start with the POSS and determine its underlying structures. As a reminder, POSS is the part that corresponds to the pronominal parts of the possessives in both West Flemish and German. These are marked in bold in (12).

(12)

<table>
<thead>
<tr>
<th>WEST FLEMISH</th>
<th>MASC AGR</th>
<th>FEM AGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GERMAN</td>
<td>zen/eur-en</td>
<td>sein/ihr-ø</td>
</tr>
<tr>
<td></td>
<td>sein/ihr-ø</td>
<td>sein/ihr-e</td>
</tr>
</tbody>
</table>

Since we are dealing with a type of pronoun, we will adopt the same features for the underlying structures that were proposed in Harley and Ritter’s (2002) cross-linguistic study on personal pronouns. In their study, they found that pronouns can be formally distinguished by means of a limited set of morphological features that are hierarchically organised, as in (13).

(13)

![Tree diagram](image)

The tree in (13) can be read as follows: The first node at the top of the tree is REF. This feature is part of every pronoun because it indicates that they are referential expressions. Below this node, we find all the features that are privative, i.e., they are either present or absent, there are no negative feature values. These features are then divided over two branches. On the left, there are person features. Speaker (SPKR) and Addressee (ADDR) are used to distinguish between first and second person and are absent in the case of third person. On the right, there are number, class and gender features. Minimal (MIN) and Group (GROUP) distinguish between singular and plural. MIN and GROUP combined, or Augmented (AUG) on its own, are used for other number systems like dual and paucal. Under the CLASS node, the remaining class and
gender features are used to distinguish between Animate (ANIM) and Inanimate (INAN), as well as Masculine (MASC) and Feminine (FEM).

However, since we are only interested in possessive pronouns that are [3, SG, FEM/MASC], we will not use all the features in (13) to model their structures. We will only take the subset of features that is marked by a rectangle. Note that taking such a subset is permitted due to the privative nature of these features, e.g. if the pronoun is singular, the other number features are gone by default. The features we are left with are summarised in (14).

(14) \[ \text{REF} > \text{IND} > \text{CLASS} > \text{FEM} \]

For the selection in (14), we slightly reinterpret the meaning of some of the features. For number, we take IND to be the singular feature instead of MIN. This way the features of singular and dual number are more conveniently disambiguated. For class and gender, we dispose of class since neither German nor West Flemish make a formal distinction between animate or inanimate possessives. Instead, we redefine CLASS as a default feature for all genders except feminine. As suggested by Baggio (2022), feminine remains distinct from the other genders and projects its own dedicated FEM feature.

In addition to these adjustments, we also restructure the features following Caha (2021). The ordering we opt for is shown in (15). As the root node, REF is placed at the bottom in a similar fashion as nouns are in NPs. Gender and number features follow REF.\(^4\)

(15)

Since we assume that single morphemes can lexicalise multiple syntactic terminals through phrasal spellout, we take the structure in (15), repeated in (16a), to be the underlying structure of the feminine possessive pronouns *eur* and *ihr*. What underlies the masculine pronouns *zen* and *sein* is similar, but lacks the dedicated feminine feature, (16b).\(^5\)

---

\(^4\) For discussion of the particular ordering NUMBER > GENDER we refer the reader to Picallo (1991) and Kramer (2015). For the sake of clarity, we present the structures in (15) and (16) with a unary branching foot, but the pronouns could be expected to be built from a root, as in Compton (2022).

\(^5\) In their current forms, the structures of possessive pronouns are indistinguishable from those of personal pronouns. It is therefore possible that we might need a feature that is characteristic of possessives, like a dedicated possessive or a genitive case feature, as proposed by Van Baal and Don (2018). However, since this paper is focused on the realisation of the gender agreement marking rather than the pronominal features, we leave it undecided for now what such a possessive feature would be, whether there would be one or more, or where it should sit in the structure.
With the base structures of the poss of masculine and feminine possessive pronouns in place (but see the next section for an update), we will now shift our attention to AGR in the next section.

2.3 Morphological concord

As we already know, West Flemish possessive pronouns mark agreement with the suffix -en when they are combined with masculine singular possessums, and German possessive pronouns mark agreement with the suffix -e when they are combined with feminine singular possessums, (17). In other words, the data suggest that AGR is made up of gender and number features.

(17) a. zen-en hoed  
   his-masc.sg hat.masc.sg  
   ‘his hat’  
   West Flemish

c. sein-e Schwester  
   his-fem.sg sister.fem.sg  
   ‘his sister’  
   German

d. ihr-e Schwester  
   her-fem.sg sister.fem.sg  
   ‘her sister’  
   German

If this is correct, then it would seem that AGR consists of similar features as poss, because, as we concluded in section 2.2, the pronominal features also consist of gender and number. While such feature doubling may seem redundant and curious, various studies on morphological agreement in both the nominal as well as the verbal domain have also observed this phenomenon (see for instance Taraldsen 2010, Ross 2021, Starke 2020, Blix 2021, and Caha 2019, 2023).

Particularly interesting to us in this regard, is the proposal made by Caha (2023). He argues that whenever concord morphology is present, all agreeing categories, i.e., adjectives, numerals
or demonstratives, project the same hierarchy of $\varphi$-features (and case features) as (pro)nominals, on top of their own categorical features. This is depicted in (18) for full concord, i.e., a situation in which the morphology of the nominal (18a) and the agreeing category (18b) would overlap for gender, number and case.

(18)  
\[
\begin{array}{l}
\text{a. } (KP) \\
  \text{K \quad NUMBER}\bar{P} \\
  \text{\quad NUMBER \quad GENDER}\bar{P} \\
  \text{\quad GENDER \quad NP} \\
  \triangle \quad \ldots \\
\end{array}
\]
\[
\begin{array}{l}
\text{b. } (KP) \\
  \text{K \quad NUMBER}\bar{P} \\
  \text{\quad NUMBER \quad GENDER}\bar{P} \\
  \text{\quad GENDER \quad XP} \\
  \triangle \quad \ldots \\
\end{array}
\]

Caha finds evidence for the proposal in (18) in languages which have identical markings on their (pro)nominals and modifiers. Take for instance Spanish, (19) (taken from Caha 2023: 5). Here, the gender and number agreement between the predicate adjectives and the pronouns is clearly marked each time by the same morphemes (in bold).

(19)  
\[
\begin{array}{l}
\text{a. Nosotr-\textbf{o-s} estamos list-\textbf{o-s}} \\
  \text{we-masc-pl be.1pl ready-masc-pl} \\
\end{array}
\]
\[
\begin{array}{l}
\text{b. Nosotr-\textbf{a-s} estamos list-\textbf{a-s}} \\
  \text{we-fem-pl be.1pl ready-fem-pl} \\
\end{array}
\]

Another language in Caha (2023: 3) is Finnish, (19). Here, morphological concord is also found between the noun and the adjective, but this time for number and case (again in bold).

(20)  
\[
\begin{array}{l}
\text{a. iso \textbf{auto} } \\
  \text{big car} \\
  \text{‘a/the big car’} \\
\end{array}
\]
\[
\begin{array}{l}
\text{b. iso-\textbf{s-saa} auto-\textbf{s-sa} } \\
  \text{big-in car-in} \\
  \text{‘in a/the big car’} \\
\end{array}
\]
\[
\begin{array}{l}
\text{c. iso-\textbf{i-s-saa} auto-\textbf{i-s-sa} } \\
  \text{big-PL-in car-PL-in} \\
  \text{‘in (the) big cars’} \\
\end{array}
\]

Since the possessive pronouns we are investigating also show concord morphology, i.e., there is suffixal marking for one gender in each language (and case in German, but see footnote 2), it is not a big stretch to argue that we can put them in the same category as the other agreeing categories identified in Caha (2023). Concretely, this means that the suffixes -en and -e lexicalise a series of concord features for number and gender following the pronominal features. This is in accordance with the data.

The features which each suffix contains are shown in (21). Given that we redefined \textit{class} as the default masculine feature, and \textit{fem} as the marked feminine feature in section 2.2, and
given the empirical information, it follows that West Flemish masculine -en spells out CLASS and IND to agree in number and masculine gender, (21a), and German feminine -e FEM and IND to agree in number and feminine gender, (21b).

(21)  

\[
\begin{align*}
\text{a.} & \quad \text{-en} \Leftrightarrow \text{INDP} \\
\text{IND} & \quad \text{CLASSP} \\
\text{CLASS} & \\
\text{b.} & \quad \text{-e} \Leftrightarrow \text{INDP} \\
\text{IND} & \quad \text{FEMP} \\
\text{FEM} &
\end{align*}
\]

The complete structure for West Flemish eur-en/zen-en is accordingly as in (22a), and the structure for German ihr-ein-e as in (22b). If we recall the structure in (5b), the structures in (22) show what happens for lexicalisation with two morphemes. Note that due to the specific features of AGR in each language, POSS will turn out to be a different size.

(22)  

\[
\begin{align*}
\text{a.} & \quad \text{INDP} \\
\text{CLASSP} & \quad \text{IND} \\
\text{en} & \\
\text{eur/zen} & \\
\text{b.} & \quad \text{INDP} \\
\text{FEMP} & \quad \text{IND} \\
\text{-e} & \\
\text{ihr/sein} &
\end{align*}
\]

There are still two issues that must be addressed. The first issue is that, unlike in Spanish and Finnish, West Flemish and German do not show agreement morphology on the head noun but only on the possessive. How do we thus ascertain that we are dealing with a similar kind of morphological concord? Turning again to Caha (2023), we find that he is faced with similar data. There are languages in his sample for which the modifiers have more morphology than the nouns they agree with. Consider the data from Dime for instance in (23), (Caha 2023: 26).

(23)  

\[
\begin{align*}
\text{a.} & \quad \text{gúdúm-ub goštú} \\
& \quad \text{tall-MASC man} \\
& \quad \text{‘a tall man’} \\
\text{b.} & \quad \text{gúdúm-ind ʔámzi} \\
& \quad \text{tall-FEM woman} \\
& \quad \text{‘a tall woman’}
\end{align*}
\]

Similarly as in West Flemish and German, the modifiers in (23) have a suffix indicating gender, whereas the nouns are just ‘bare’. Caha captures this contrast by combining the ideas of phrasal spellout and root size. He argues that while the nouns have a bigger lexical structure that includes nominal as well as gender features, the adjectives are smaller and need additional
support from gender suffixes to agree with the noun. The trees for the masculine example in (23a) are given in (24).

(24)  a. 

As in (24), we will argue that it is not necessary for the West Flemish and German nouns to have the same morphological marking as the possessive pronouns, if they are simply considered to embrace a bigger structure than the possessive pronouns. Just like the nouns in Dime, they can lexicalise the NP as well as the relevant Φ-features.

The second issue, then, is the question what happens for the other gender in each language. That is, as we could see in (22), eur-en will correctly copy the masculine concord features of the nominal it is paired up with, and ihr-e will do the same for the feminine concord features. However, when they agree with a nominal of the opposite gender, the pronouns in both languages do not have any overt agreement marking.

As far as we can see there are three possible scenarios that could explain this. The first scenario is to assume that the West Flemish pronouns simply do not agree with feminine nouns, and that the German pronouns do the same for masculine nouns. However, since both languages show overt agreement for the other genders, and also for plural, there is no valid reason to believe that this is the case. The second scenario is to assume that both languages have an available morpheme to mark one gender, and a zero suffix to mark the other gender. This scenario cannot be definitively excluded as a plausible explanation, but we will not pursue it, since it is not customary to opt for zero morphemes in Nanosyntax (see Pantcheva 2011; Starke 2014 for arguments against it). They are only introduced when there seems to be no other option, and in our case, we do have a third option. In the third scenario, which we go for, the lexical structures of the unsuffixed forms that we proposed earlier need an update. Instead of merely lexicalising pronominal features, we argue that they also lexicalise concord features. Given the patterns we see, eur also consists of feminine concord features, (25a), and ihr also consists of masculine concord features (25b).

(25)  a. 

As in (24), we will argue that it is not necessary for the West Flemish and German nouns to have the same morphological marking as the possessive pronouns, if they are simply considered to embrace a bigger structure than the possessive pronouns. Just like the nouns in Dime, they can lexicalise the NP as well as the relevant Φ-features.
At this point, we have gathered all the ingredients to provide an analysis of the possessive pronouns in West Flemish and German. Before that, however, let us give a brief interim summary.

What we have argued for, so far, is that the possessive is made up of two separate parts, **POSS** and **AGR**, which are either lexicalised by a portmanteau morpheme or by separate morphemes. This was shown in (5), and is repeated in (26).

\[(26) \quad \begin{align*}
    \text{a.} & \quad \begin{tikzpicture}
    \node[above] (DPoss) at (0,0) {“D\text{POSS}”};
    \node[below left] (Poss) at (-1,-1) {POSS};
    \node[below right] (AGR) at (1,-1) {AGR};
    \draw[->] (DPoss) -- (Poss);
    \draw[->] (DPoss) -- (AGR);
    \node[below] (np) at (0,-2) {\ldots NP \ldots}
    \end{tikzpicture} \\
    \text{b.} & \quad \begin{tikzpicture}
    \node[above] (DPoss) at (0,0) {“D\text{POSS}”};
    \node[below left] (Poss) at (-1,-1) {POSS};
    \node[below right] (AGR) at (1,-1) {AGR};
    \node[below] (pronoun) at (0,-2) {\ldots pronoun \ldots}
    \node[below] (suffix) at (1,-2) {\ldots suffix \ldots}
    \end{tikzpicture}
\end{align*}\]

We showed that when West Flemish and German possessive pronouns do not show overt agreement morphology, the situation in (26a) applies. The lexical items of West Flemish *zen/eur* and German *sein/ihr* are big portmanteau morphemes that are able to spell out both the pronominal as well as the concord features. However, we saw in (25) that the West Flemish lexical items contain a feminine concord feature, and that this feature is lacking from the German lexical items. Thus, when West Flemish pronouns agree with a masculine possessum, and German ones with a feminine possessum, their lexical items will not match the syntactic structure anymore. What will happen is similar to (8a) and (8b) from section 2.1: either a feature will be added that is not part of the lexical item, or a feature will be gapped. The pronoun will only spell out a subpart of the structure and another lexical item, the suffix, will spell out the agreement features, as in (26b).

The analysis *grosso modo* thus looks like (27), but we elaborate on this in the next section with a worked-through derivation.

\[(27) \quad \begin{align*}
    \text{a.} & \quad \begin{tikzpicture}
    \node[above] (DPoss) at (0,0) {“D\text{POSS}”};
    \node[below left] (Poss) at (-1,-1) {POSS};
    \node[below right] (AGR) at (1,-1) {AGR};
    \node[below] (np) at (0,-2) {\ldots NP \ldots}
    \end{tikzpicture} \\
    \text{b.} & \quad \begin{tikzpicture}
    \node[above] (DPoss) at (0,0) {“D\text{POSS}”};
    \node[below left] (Poss) at (-1,-1) {POSS};
    \node[below right] (AGR) at (1,-1) {AGR};
    \node[below] (np) at (0,-2) {\ldots NP \ldots}
    \node[below] (pronoun) at (0,-3) {zen/eur/sein/ihr}
    \node[below] (suffix) at (1,-3) {-en/-e}
    \end{tikzpicture}
\end{align*}\]

3. Analysis

Having gathered all the separate ingredients of the analysis, we will now proceed to a worked-through derivation of the feminine possessive pronouns and their agreement markers. We will not provide a full analysis of the masculine possessives, because the mere difference
between the two genders is the absence of a **FEM** feature at the height of the pronominal features. Through this analysis, we will be able to illustrate more clearly that the contrastive, morphological pattern between West Flemish and German possessives arises due to the differences in their underlying structural make-up. More concretely, it is the absence of specific concord features, used to match agreement with the nominal, that gives rise to the observed pattern.

Before we move to the derivations, it is important to note that we will adopt the Lexicalisation Algorithm as it was presented in Starke (2018). The algorithm is a step-by-step guideline for derivation that is standardly used in Nanosyntax. The steps that are relevant to us are formalised as in (28).

(28) **Lexicalisation Algorithm**

Merge-F and

a. spell out **FP**.

b. If (a) fails, move the spec of the complement of F, and retry (a).

c. If (b) fails, undo spec movement, move the complement of F, and retry (a).

d. If (c) also fails, attempt backtracking to the previous cycle and try the next option for that cycle.

In section 3.1, we begin with the derivation of the structure in (27a), where both **POS** and **AGR** are spelled out by a portmanteau morpheme. After that, in section 3.2, we go through the derivation of the structure in (27b), where the morphemes can no longer spell out the whole structure and need a suffix to lexicalise **AGR**.

### 3.1 Possessives without suffixal markers

The pattern we want to capture in this section is summarised in the so-called lexicalisation table in (29). Apart from trees, this is a synoptic way in Nanosyntax to depict the result of a derivation. What can be seen in (29) are the lexical items **eur** and **ihr** and the features they can each spell out. We added **AGR** to the concord features to avoid confusion. The row for the West Flemish pronoun is completely light grey, because it contains all the present features. The row for the German pronoun is interrupted by a black square, because it does not contain a dedicated feminine feature.

(29)

<table>
<thead>
<tr>
<th></th>
<th>REF</th>
<th>CLASS</th>
<th>FEM</th>
<th>IND</th>
<th>CLASS (AGR)</th>
<th>FEM (AGR)</th>
<th>IND (AGR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eur (WF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ihr (Ger)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[ ]</td>
<td></td>
</tr>
</tbody>
</table>

To derive the possessive pronoun, syntax will begin with the merge of the first pronominal feature, which we assume is **REF**. In both languages, there is a lexical item available that can lexicalise this structure due to the Superset Principle, i.e., both **eur** and **ihr** have a **REF** feature and this feature is a subpart of their total lexical structure, (30a). Lexicalisation is successful and syntax merges the subsequent feature, **CLASS**. Again, we find a candidate for the resulting structure, (30b).
The derivation will proceed to loop through step 1 and 2 of the algorithm (cf. (28)) with no interruptions until it reaches `CLASS` (AGR) because at every step of the sequence `REF > CLASS` (AGR) syntax finds a matching lexical item in both languages, (31).

At this point, there will be a split between West Flemish and German. When syntax merges the subsequent feature, `FEM` (AGR), to agree with a feminine possessum, `eur` can still lexicalise the structure, (32a). However, this feature is missing from the structure of `ihr` (indicated by light grey), (32b). As we know, when a feature is intervening that is not part of the lexical item, the lexical item can no longer spell out the structure, and another lexical item is required.
In the case of a masculine possessum, syntax builds \textit{IND} (AGR) on top of \textit{CLASS} (AGR), skipping \textit{FEM} (AGR), and the opposite happens: \textit{ihr} remains a suitable candidate for lexicalisation, (33a), but for \textit{eur} to lexicalise the structure the \textit{FEM} feature must be present (33b). As we also know, when a feature is gapped that is part of a lexical item, the lexical item also fails to spell out the structure, and another lexical item is required.\footnote{As an anonymous reviewer pointed out correctly, the inability of the lexical item in (33b) to lexicalise the structure in (33a) heavily depends on the choice of Superset Principle. The formalisation that we adopt (as given in Starke 2009, 2018; Caha 2009; Baunaz and Lander 2018; De Clercq 2020 amongst many others), states that the syntactic structure must be a subpart of the lexical one. As we saw in (8) and (10), intervening features or gapped features in the syntactic structure will thus prevent a certain lexical item from lexicalising. However, the Revised Superset Principle (RSP), proposed by Vanden Wyngaerd (2018), is not so restricted, as it leaves out the subpart condition. As long as the feature set of a lexical tree is bigger than the one of the syntactic tree, there will be a match. For instance, a lexical item with the features \{A,B,C\} will be able to lexicalise a syntactic structure that is gapped in the middle but consists of \{A,C\}. In other words, under the RSP, the lexical structure of \textit{eur} would perfectly be able to shrink to lexicalise the structure in (33a). While we acknowledge that the RSP would complicate our analysis, we will not follow it, as doing so would create the necessity to revisit all previous results achieved with the more traditional Superset Principle, and it would also mean adopting a piece of technology which is less restrictive.}

\begin{equation}
(33) \quad \begin{array}{ll}
\text{(a)} & \text{b.} \\
\text{In the case of a masculine possessum, syntax builds IND (AGR) on top of CLASS (AGR), skipping FEM (AGR), and the opposite happens: ihr remains a suitable candidate for lexicalisation, (33a), but for eur to lexicalise the structure the FEM feature must be present (33b). As we also know, when a feature is gapped that is part of a lexical item, the lexical item also fails to spell out the structure, and another lexical item is required.} \\
\end{array}
\end{equation}

To sum up: we showed that West Flemish \textit{eur} is able to lexicalise all the pronominal and concord features when FEM (AGR) is present, and that German \textit{ihr} can do the same thing when FEM (AGR) is absent. In the opposite situation, both languages will require a suffix. This is the first difference through which the contrastive, morphological pattern arises.

\subsection*{3.2 Possessives with suffixal markers}

The second pattern we want to capture is summarised in the table in (34). As became clear in the previous section, West Flemish needs a suffix that is able to jump in for agreement with masculine possessums, and German for agreement with feminine possessums. This is indicated in the darker grey areas: the suffix -\textit{en} contains the features CLASS (AGR), and IND (AGR) but lacks FEM (AGR) (indicated by the black box), and conversely, the suffix -\textit{e} does contain FEM (AGR) and IND (AGR).
Just like in the previous section, syntax will start merging features and lexicalising them according to the availability of lexical items. As we have seen, this process is uninterrupted until after the lexicalisation of CLASS (AGR).

Starting with West Flemish, when syntax does not merge FEM (AGR) and merges IND (AGR) instead, in order to establish agreement with a masculine singular possessum, the derivation crashes, (35). The lexical item that has been lexicalising the structure thus far, eur, absolutely requires FEM (AGR) to be merged to keep lexicalising (cf. footnote 7).

At this stage, the algorithm orders syntax to try spec movement, but since there is no specifier, this fails. As the next step, syntax must try to move the complement of IND (AGR), leaving IND (AGR) stranded as a residual constituent. However, since there is no lexical item that spells out only IND (AGR) or has IND (AGR) contained within its structure as a subpart, this fails as well, (35b). The last operation syntax can perform is undo what it did before and try another move. This means, the derivation is backtracked to the merge of CLASS (AGR), (36a). Instead of lexicalising it by eur, syntax tries to move the complement. The suffix -en is now a candidate for lexicalisation, as it contains the constituent [CLASSP[CLASS]] in its structure, (36b).

IND (AGR) is merged again, but there is no lexical item that can spell out the resulting structure. Syntax can execute spec movement this time, because now there is a spec [INDP[...]], (37a). When IND (AGR) forms a constituent with CLASS (AGR), the suffix -en corresponds completely to it and it gets lexicalised, (37b).
With respect to German, the story is somewhat simpler. When syntax merges FEM (AGR) to agree with a feminine possessum, the derivation gets stuck as well, because the lexical item ihr is no fit for the structure anymore, (38).

However, there is no need for a backtracking operation in this case, because when syntax moves the complement, it immediately finds a lexical item that contains FEM (AGR), -e, (39a). IND (AGR) then follows, and just as in West Flemish, it can be spelled out by the suffix after spec movement, (39b).
To sum up: we showed that West Flemish *eur* is no longer able to lexicalise all the concord features when *fem* (AGR) is gapped in syntax, and that German *ihr* can no longer lexicalise either when *fem* (AGR) is present. In both languages, a suffix rescues the derivation. Here lies the second difference: to match masculine singular agreement, West Flemish forces the derivation to backtrack before the suffix is able to spell out the concord features; such an operation is not necessary in German.

With this, we have derived all the structures with and without suffixal marking in West Flemish and German.

4. Conclusion & Outlook

In this article, we pointed out a contrastive pattern in the morphological markings of possessive pronouns between West Flemish and German. There were essentially two questions surrounding these data: (i) how can we explain that both languages only mark one gender, and (ii) how can we explain that both languages mark the opposite gender of each other. In the course of this article, we have provided an answer to both questions by digging into the underlying structures of the possessive pronouns and the agreement markers. The answer to both questions basically boils down to root sizes. Because both languages have possessive pronouns with big lexical structures that reach as far as the concord features, they only need additional suffixation for the gender that is not captured by these possessive pronouns. Since we argued that in West Flemish the possessive pronoun consists of a feminine concord feature, but in German it does not, it thus follows that both languages will add suffixation for the opposite gender.

While the analysis proposed here neatly accounts for the distinctive morphological agreement pattern we find in West Flemish and German possessives, there is still some work to be done. With regards to West Flemish and German, for instance, we have not yet touched upon the structural make-up of the plural forms. West Flemish *zenleur* do not need an additional suffix marker to establish agreement with plural nouns (e.g., *zenleur hoeden* ‘his/her hats’), while German *sein/ihr* do (e.g., *MASC PL sein-ihr-e Hunde* ‘his/her dogs’, *FEM PL sein-ihr-e Kätzchen* ‘his/her cats’). A formal analysis based on the one presented in this article will thus have to explain the presence or absence of certain gender features in the singular and their absence or presence in the plural, respectively. Exploring the structure of the plural in more detail will thus give even more insights into the interplay between gender and number. Another avenue for further research is the derivation of the full PDC. Especially from a theory-internal perspective, the complexity of the phenomenon may be an ideal testing ground to further explore and optimise the mechanisms used in the framework of Nanosyntax (e.g., Lexicalisation Algorithm). Finally, in our analysis, we confronted two West Germanic languages. Future studies focusing on a broader sample of languages, including North Germanic varieties, could provide a more detailed typology of the agreement patterns found in Germanic languages.
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