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From Phonological Rules to the Person Case Constraint.
Monovalent vs. Bivalent Features in Grammar

Laura Bafile, M. Rita Manzini

Universita di Ferrara (<laura.bafile@unife.it>)
Universita di Firenze (<mariarita.manzini@unifi.it>)

Abstract:

In phonology, segmental content has been predominantly represented
in terms of binary features. Although binary features may provide an
elegant description of some segmental contrasts, it is far from clear that
speaker/hearer’s knowledge about segments is organized in a binary way,
as we illustrated with specific reference to vocalic alternations (metaph-
ony etc.). The debate about binarity in phonology has a potential par-
allel in morphosyntax. While syntactic categories (N, V, v, T etc.) are
monovalent, a model like Distributed Morphology depends on standard
generative phonology for a number of formal properties, including the
adoption of binary features. Thus 1% and 2" persons are [+participant]
while 3* person is the absence of such properties, namely [-participant].
We argue that this is not the most economical set of assumptions, spe-
cifically in the explanation of the syntactic generalization known as the
Person Case Constraint (PCC). For both phonology and morphology,
we show that the inherent richness of binary features leads to formal and
conceptual problems, such as the fact that atomic segments or lexical
items have as complex a feature matrix as non-atomic ones.

Keywords: Features, Elements, Vowel alternation, Person, Person Case
Constraint

1. Introduction

In phonology, segmental content has been predominantly represented in
terms of binary features. If we regard segmental features as mere notational de-
vices to be used with the purpose of describing phonological facts by means of
a formal vocabulary, we may conclude that e.g. [+nasal] is a convenient way to
provide an elegant description of the fact that some segments are nasal and all
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10 LAURA BAFILE, M. RITA MANZINI

others are oral. However, two further aspects should be considered. First, only a
part of segmental contrasts and related processes can be described as due to pres-
ence vs. absence of a given property. Second, in a theoretically oriented perspec-
tive, features are a hypothesis about the way phonetic information is categorized
in the grammar. From this point of view, it is far from clear that speaker/hearer’s
knowledge about segments, differing from other modules of the grammar, is or-
ganized in a binary way.

Anaspect of this debate which is not often appreciated is that it potentially has
a parallel in morphosyntax. Leaving aside the brief interlude of Chomsky (1968),
ssyntactic categories (N, V, v, T etc.) are monovalent. Thus D represents the quan-
tificational/deictic anchoring of a predicative content, yielding a referential inter-
pretation (Higginbotham 1985), while features like [+def] and [-def] are formally
possible, but theoretically irrelevant. For instance, English sore has the positive con-
tent of an existential quantifier, not some negative [-def] content. At the same time,
what is widely perceived as the standard model in generative morphology, namely
Distributed Morphology (DM, Halle and Marantz 1993), depends on standard
generative phonology for a number of formal properties, including the adoption
of binary features. Thus 1% and 2™ persons are [+participant] while 3 person is
the absence of such properties, namely [-participant]. While there is no immedi-
ate contradiction, one wonders whether this is the most economical state of affairs.

This article consists of two main parts. In the first part, corresponding to
section 2, the descriptive and explanatory adequacy of monovalent features com-
pared to binary features are discussed in relation to vowels.

The second part of the article (sections 3-5) concerns the Person feature in
morphology, given its importance for both binary features and underspecifica-
tion theorists. Specifically sections 4-5 are a case study concerning the applica-
tion of binary or underspecification feature systems in the explanation of the
syntactic generalization known as the Person Case Constraint (PCC). Binary
feature systems, being richer, allow formal interactions that cannot be mimicked
by monovalent systems, specifically with respect to intervention constraints, i.c.
Minimality. This suggests to us that intervention is the wrong key to the PCC.

For both phonology and morphology, we argue that no empirical evidence
stands in the way of the adoption of simpler monovalent properties. As we will
see, the inherent richness of binary features systems leads to formal problems and
also to what we call ‘ontological’ problems, such as the fact that atomic segments
or lexical items have as complex a feature matrix as non-atomic ones.

2. Phonology: Vowels

The fact that a binary feature model was adopted by Chomsky and
Halle 1968, a hugely influential work in generative phonology, has certainly
contributed to the overwhelming success of binarism in phonological theo-
ry. In fact, in most cases, the binary nature of features has been more taken
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for granted than thoroughly discussed. The hypothesis that the primitives
of segmental phonology are monovalent, positive units is the simplest one.
As van der Hulst (2016: 85) puts it, “the burden of proof should be placed
on proponents of binary features”. Yet the assumption that binary features
represent relevant phonological categories better is hardly supported by clear
evidence. Nevertheless, as a matter of fact, binary feature theories have main-
tained their supremacy for decades.

The binarist tradition started with early work on distinctive features (Ja-
kobson 1941, Jakobson, Fant, Halle 1963, but firstly appeared in 1952). In that
work, the structuralist notion of contrastive pairs, considered as fundamental in
the analysis of segmental systems of individual languages and of phonological
acquisition (cf. Jakobson 1941; Dresher 2009), was extended to the represen-
tation of segmental content. Indeed, in Jakobson, Fant, Halle, the definition
of distinctive feature does not directly imply the binary nature of segmental
primitives; it is rather a way to conceptualize the way the hearers make choices
about what they hear. According to Jakobson, Fant, Halle (1963: 3), a distinc-
tive feature is the choice between “two polar qualities of the same categories”,
e.g. grave vs. acute, or “between the presence and absence of a certain quality”,
e.g. voiced vs. unvoiced. This definition corresponds, respectively, to the Tru-
betzkoyan distinction between equipollent oppositions, in which two different
segmental properties give rise to the contrast, and privative oppositions. Notice
that the [tfeature] notation, that later on became generalized in phonological
theory, accurately expresses the latter case, but not the former.

The ambiguity about binarity is retained in classical generative phonol-
ogy. In binary feature theory, a given feature [F] defines two sets of segments,
the [+F] set and the [-F] set, and again this may correspond to two different
situations. In the first, both values of [F] define a natural class of sounds,
i.e. they each correspond to a positive property, as in the case of [+sonorant],
that identifies two classes of consonants, sonorant vs. obstruent, with differ-
ent phonological behaviour. In the second, [F] is a positive characteristic of
segments that may be either present or absent; only [+F] is active in phono-
logical processes (e.g. processes of assimilation that involve feature spread-
ing), while no phonological activity of [-F] is observable. This is the case of
features like [nasal] or [round], whose positive value is the only relevant one.

Obviously, no ambiguity of the kind just mentioned arises in the unary
view, in which each subsegmental unit is only identified by the phonologi-
cally relevant information it contains and may only be present in a segment
or absent from it. So conceived, each feature can only give rise to privative
contrasts, i.e. between segments that contain that feature, and segments that,
everything else being equal, do not contain it. Examples of this kind of con-
trast are [m]/[b] or [b]/[p], due to the presence/absence of, respectively, [na-
sality] and [voice]. Equipollent contrasts, like [p]/[t], involve two different
monovalent features, respectively [labiality] and [coronality].
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In this conception, monovalency often goes together with stand-alone
phonetic interpretability, whereby each feature has a phonetic identity. This
means that features need not group in bundles to display their identity, i.e.
to be pronounced. Though autonomous interpretability is not necessarily
implied by monovalency (and not maintained in all unarist approaches), it
reinforces the unary view; for, each feature, when it is the only content of a
segment, reveals its positive nature. The combination of monovalency and
stand-alone interpretability is consistent with a primary aim of Element The-
ory, integrated with a restricted model of phonological structure like Govern-
ment Phonology (Kaye, Lowenstamm and Vergnaud 1998, 1990), that is, the
aim of avoiding arbitrariness in phonological representation. Adopting only
monovalent features means that only locally present positive features may
be used in derivation and in the representation of phonological processes.

A key model of monovalent feature theory is Harris and Lindsey’s Ele-
ment Theory (Harris 1994; Harris and Lindsey 1995; 2000), and we will re-
fer to that formulation here. Although in subsequent work many researchers
have proposed significant changes concerning other aspects of the theory,
monovalency and autonomous interpretability have remained identifying
characteristics of any approach in the framework of Element Theory.

The conception of segmental primitives elements started in the approach
to vowels, based on the empirical observation that, across the world’s lan-
guages, the segments standing at the corners of the vocalic triangle have a
pivotal role in vowel systems. In monovalent feature theories corner vowels
are conceived as the embodiment of one of the elements A I U, while mid and
front-round vowels are compounds of these elements (Anderson and Jones
1974, Schane 1984, Anderson and Ewen 1987, among others).

The classical model of Element Theory (Harris 1994, Harris and Lind-
sey 1995, 2000) includes not only the resonance elements A I U but also the
“neuter element” @, whose phonetic interpretation is a vowel belonging to
the central area of the triangle, corresponding to schwa (approximately [2]).
The neutral element is defined as “a blank canvas to which the colours rep-
resented by [A], [I] and [U] can be applied” (Harris and Lindsey 1995: 60).
Phonetically, schwa consists of formants that are equidistant in the spectro-
graphic space, corresponding to the absence of articulatory modifications of
the supralaryngeal tract, i.e. a vowel devoid of resonance characteristics, pro-
nounced with articulators in neuter position. The introduction of @ in the
inventory of vocalic elements conceptualises the behaviour of schwa as the
vowel that emerges when other elements are absent, as in vowel epenthesis,
or stripped away, as in vowel reduction. The neutral element is omnipresent
in segmental expressions (i.e. segments), but reveals its identity in only two
circumstances: when it is alone, as in the cases just mentioned, and when it
is the head of the expression. In more recent versions of Element Theory, the
neuter vowel has been excluded from the set of elements, mainly because of
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its nature of inactive category, besides general arguments about economy of
the representation (cf. Backley 2011).

We would argue that, compared with binary features, monovalent primi-
tives offer considerable advantages in the explanation of the vowel patterns
of the world’s languages. In this regard, here we discuss three issues, partly
intertwined with one another: vowel height, vowel neutralisation and vowel
harmony and metaphony.

2.1 The representation of vowel height

In classical binary feature theory, the two features concerning height,
[thigh] and [tlow], allow only three combinations, given that [+high +low]
must be excluded because it is impossible for articulatory reasons. This exclu-
sion follows from a conception of features as instructions for articulation (as
in Bromberger and Halle 1989; Halle, Vaux e Wolfe 2000). On a different
line of thinking, Element Theory maintains the Jakobsonian view that “the
speech signal [...] is after all the communicative experience that is shared by
both speaker and hearer” (Harris and Lindsey 1995: 50); as Kaye (2005: 285)
puts it “phonological grounding is acoustically and not articulatory based.
Phonological objects such as elements [...] are associated with acoustic sig-
natures which are to be found somewhere in the signal”. A consequence of
this conception is that features cannot be prevented from combining on the
basis of articulatory incompatibility. More specifically, it is possible in prin-
ciple that the acoustic properties encoded by [+low] mix with the properties
of [+high], which is what actually emerges in formant patterns of mid vowels.

Anyway, the restriction against [+high +low] is at odds with the fact that
vowel systems with four (or five) degrees of height do exist. The problem has
mostly been solved by bringing into play a third feature with the purpose of
discriminating pairs of mid vowels, e.g. e/, 0/o, having the same values [-high
-low]. Usually, the crucial difference concerns tenseness, so that mid-high
vowels are [+tense] (cf. Chomsky e Halle 1968) or [+ATR] (cf. Vaux 1996 for
discussion), while mid-low vowels are [-tense] or [F-ATR]. A seven-term inven-
tory with four degree of height, such as the one that many Italian varieties
show in stressed position, can be represented by means of [+ATR] as in (1).

(1) iu [+ high] [+ATR]
eo [-high-low] [+ATR]
€0 [-high-low] [-ATR]
a [+low] [FATR]

Whether tenseness is a relevant category in all vowel systems is, at least
to a certain extent, controversial (see Vaux 1996 for discussion); but even dis-
regarding this point, the fact remains that binary features cannot adequately



14 LAURA BAFILE, M. RITA MANZINI

deal with a scalar property like vowel height (cf. Fant 1966, Ladefoged and
Maddieson 1996).

Tentative solutions for this puzzling aspect were put forward, by modi-
fying the [thigh tlow] combination. Wang (1968) replaces [low] with [mid],
a solution that avoids the articulatory contradiction of [+high +low] and can
describe four degree of vowel height, as in (2).

(2) iu [+ high -mid]
eo [+high +mid]
€5 [-high +mid]
a [+low -mid]

Clements (1990 [2015]) proposes a hierarchical representation of vowel
height, with the multiple occurrence of a single binary feature [topen], that
may be active in a number of hierarchically embedded levels or “registers”
(p- 25). A language with only two degrees of height has the [+open]/[-open]
contrast only at the first hierarchical level, while languages with three or four
degrees involve respectively two or three levels. In this way, the binary fea-
ture is actually adapted to a multi-valued representation. Systems with two,
three and four degrees of height are represented in (3).

(3) primary register [+open] [-open]
a iu
secondary register [+open] [-open]
a eo iu
tertiary register [+open] [-open]
a €90 eo iu

Both models are able to express differentiation in vowel height by using
only features that specifically encode properties of height or aperture, while
maintaining a binary feature approach. However, the results so obtained at-
tains more to a descriptive level than to a theoretical insight.

No problem concerning vowel height exists with elements, since mono-
valency and autonomous interpretability can coherently combine with the
hypothesis that in a segmental expression one of the features contributes me-
lodic content to a larger extent than the others do. In Element Theory, this
unequal contribution to segmental content is formalised through headedness,
whereby in each segmental expression an asymmetric relation holds between
one element, the head, and the other elements, so that the properties of the
head predominate in the segment. Applied to vowels, headedness provides a
straightforward representation of height. For example, a set of vowels with
four degrees of height, as in Standard Italian, can be represented as in (4)

(the head is underlined).
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e [

1] Al e [IA]
(U] o [
A

A o [UA]

k: It

We will not go in further details into headedness; suffice to say here
that this notion is independently motivated by empirical evidence of differ-
ent kinds, concerning segmental inventories, phonotactics and phonological
processes involving both vowels and consonants.

Further vocalic contrasts can be expressed by including the neuter ele-
ment in segmental expressions. As noted above, @ is present in all the vowels,
but it only emerges when it is the head or the only element in the segment.
Therefore, the content of corner vowels is reformulated as in (a) (although in
ordinary notation @ is omitted when non-head). Expressions containing @

as the head are exemplified in (5b).

G a i [le@] b. 1 [l@]
@] o [U@]
@] e [A@]

It is also possible that the contrast between mid-high and mid-low vow-
els derives from the different role of @, respectively head vs. non-head. If so,
the representations in (4) may be changed to (6) and a fifth degree of height
may be easily represented. These representations show that the neutral ele-
ment in the role of head serves the same cause of [-ATR]. In (4), the content
of mid-low vowels corresponds to that in (1) involving [+ATR].

e [IA@] ¢ [1A@] z [IA@]
] o [UA@] s [UA@] o [UA@]

If the neuter vowel is not assigned the role of element, as in the models men-
tioned above, the distinction between +ATR/-ATR vowels may be obtained by al-
lowing a singleton element to either be a head or not. For example, Backley (2011:
47; 50) represents the contrast between tense vs. lax high vowels in English as in (7).

i [1](eg green) b. 1 [ 1] (e.g. because)
u [U] (e.g. choose) o [U](eg influence)

The representation in (7) are in fact equivalent to the ones in (5). They
imply that the properties corresponding to I and U may be either dominant
or recessive in the segment, compared to the carrier signal, represented by @
in (5). Therefore, although they appear simpler, the expressions in (7b) are as
complex as those in (5b), the difference being a notational one. Furthermore,
the assumption that the element of a singleton segment may be a head weak-
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ens the relational conception of headedness, with consequences that cannot
be pursued here (see Bafile 2015 for discussion).

To sum up, unary feature models are powerful enough to account for
vocalic inventories of different size. Elements A, I, U, while forming an ex-
tremely small set of essential vocalic properties, may combine in more or less
complex compounds and thus represent the variety of vowel systems of the
world’s languages.

2.2 Vowel neutralisation

Processes of neutralisation of vocalic contrasts are those where a syllabic
nucleus is allowed to host only a subset of the vowels occurring elsewhere,
when specific conditions are met.

Across the world’s languages, a strong correlation emerges between prosod-
ic conditions and segmental quality, whereby the presence vs. absence of stress
on a nucleus may determine its capacity to display, respectively, a larger vs. a
smaller variety of vowels. The reduction of vocalic sets in unstressed positions
follows two possible patterns, seemingly opposite, a centrifugal and a centrip-
etal one. By centrifugal neutralisation, vowel subsets reduce to corner vowels,
by centripetal neutralisation they tend to centralise and reduce to schwa. Cen-
tralisation may also coexists with centrifugal reduction. This is the case, for
example, of Neapolitan dialect that in pretonic syllables show raising of back
mid vowels ([0 0] > [u]); front mid vowels may reduce to schwa or alternatively,
in favourable contexts, e.g. before a palatal consonant, raise ([e e] > [i/a]). As a
result, in pretonic position [a u i/0] are allowed; by contrast, in post-tonic sylla-
bles only [o] (and generally also [a]) may occur; see the alternations in (8a). The
Romagna dialect of Finale Emilia (8b) shows centrifugal outcomes for preton-
ic mid vowels, while most final (except [a]) and post-tonic vowels are deleted:

(8) a. ‘'torne/tur'nate ‘(s)he comes back / you-PrL come back’
‘'mannole / mannu'lelle ‘almond / small almond’
‘tsokkole / tsukku'lona ‘rat / big rat’
‘pefke / pifka'toro ‘(s)he fishes / fisher’
leggo / lid'dzetto ‘I read / he read’
b. 'boka/bu'kal ‘mouth / mug’
'pok / pu'kin ‘few, little / ATTENUATIVE
'pensa / pin'sar ‘(s)he thinks / think.INF
‘tsesta / tsas'ton ‘basket / big basket’

What a phonological theory needs in order to explain prosodic vowel
reduction is a way to express the descriptive concept of prosodic weakness:
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why stress preserves segmental content, why in languages like Italian dia-
lects the pretonic domain is stronger than the post-tonic one. As far as the
segmental level is concerned, elements allow to represent straightforwardly
what segmental weakening consists in: impoverishment of elemental content.
The representation of segmental content in terms of elements sheds light on
the nature of stress-connected vowel weakening. The restricted set of vow-
els that occur in unstressed nuclei, i.e. in prosodically weak positions, is the
outcome of the loss of segmental content. Corner vowels [i a u] result from
the exclusion of complex segmental expressions, while [9] is the effect of the
loss of any content but the ‘neuter’ element @. This explains why the world’s
languages exhibit two different patterns of neutralisation that may also co-
exist in the same language: in fact, they are not unrelated processes, but suc-
cessive stages of elemental loss.

This is illustrated in (9), with vowel reduction after stress shift in Nea-
politan. The alternation in (9a) exemplifies the centrifugal reduction that
takes place in pretonic positions, where the previously stressed nucleus loses
part of its content because of A-delinking. In the example in (9b), a post-
tonic nucleus, compared to the corresponding pretonic one, undergoes cen-
tripetal vowel reduction, i.e. reduction to schwa, consisting in the delinking
of all elements but @.

9 a. t orne turmnat?
| |
U U
A A
b. s u k k u l o ne ts o k kol ®
@ @
U U

Neutralisation of vocalic contrasts may also depend on morphological
conditions, in which stress does not play any role. It is the case, for example,
of some Bantu languages that have a five-vowel inventory in roots, but only
allow [a i u] in “extensional” suffixes. The following examples, referring to
Punu, are taken from Hyman (1999: 240)
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(10) a. -kil-il-a  ‘repasser’ b. -kib-ul-a ‘découvrir’
-sub-il-a  ‘uriner sur’ -fung-ul-a ‘révéler’
-ded-il-a  ‘obéir &’ -tes-ul-a  ‘briser’
-gol-il-a  ‘se frotter avec’ -dob-ul-a ‘extraire, extirper’
-gab-il-a  ‘distribuer &’ -gab-ul-a ‘séparer’

As in the case of pretonic nuclei in Italian dialects, in Bantu languag-
es the restricted set of vowels allowed in extensional suffixes consists of the
corner vowels.

On the whole, the approach based on elements to vowel neutralisation phe-
nomena provides a more coherent picture compared to binary feature analyses.
Being unable to represent segmental complexity, and hence simplification as
delinking of elements, binary features accounts leave unexplained the existence,
sometimes in the same language, of two seemingly contradictory patterns of
vowel weakening. As far as the centripetal reduction is concerned, it has been
proposed that, in a binary approach, schwa should be characterised as having all
the features with negative value, except [+syllabic], where negative value equals
null specification. Interestingly, arguing in favour of this proposal, Pulleyblank
(2011: 20) observes that the features “[high], [low], [front], and [labial] are not
simply binary classificatory features that divide speech sound into opposite sets.
They each correspond to specific actions of the vocal organs. [...] For exam-
ple, [+front, +labial] y is, in a real sense, a combination of [+front, -labial] i and
[-front, +labial] u, and not merely one of four equally possible slots”. Clearly,
this formalisation treats features in a privative way, assigning to binarity a mere
notational significance. The problem is more serious with binary features ap-
plied to centrifugal reduction. On the one hand, vowel raising in unstressed
positions cannot be connected in a non-arbitrary way to the weakening sites,
because high vowels, as opposed to schwa, cannot be characterised as ‘lighter’,
‘simpler’ or ‘weaker’ by only using features. Moreover, binary features fail to
express the regularity emerging from both stress-dependent and morpholog-
ically-conditioned centrifugal neutralisation, i.e. the fact that corner vowels
are the restricted set that is allowed in neutralisation sites and therefore that
they form a natural class as opposed to mid vowels (Harris and Lindsey 2000).

2.3 Vowel harmony

An alleged drawback of elements in the explanation of vowel alterna-
tions is the fact that they miss the generalisation expressed by [+high], and
cannot depict high vowels as a natural class. The question emerges in phe-
nomena like height harmony or metaphony, in which both [i] and [u] can
trigger raising in both front and back vowels; for example when [i] and [u]
trigger ¢ = jiand 0 = u raising in the target nuclei. Generally speaking,
this kind of vowel raising is compatible with a [+high]-spreading analysis,
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while it cannot be described as spreading of I or U, since the spreading of
U to [e] would yield a front round mid vowel [] and the same would result
from I spreading to [o].

The approach to height harmony from the perspective of Element Theory
is discussed by Harris and Lindsey (1995). Pasiego Spanish shows a stress-
dependent height harmony whereby, if the stressed vowel is [+high], all un-
stressed vowels to its left, except [a], are also [+high]. The following examples
are taken from Harris and Lindsey (1995: 42)

(11) a. bebér b. beberé c. bibiris ‘drink INF; FUT 1P; FUT 2P
komér komeré kumiri’s  ‘eat INF; FUT IP; FUT 2P

In Element Theory, while the spreading-analysis is not available for this
kind of data, vowel raising can be represented as A-delinking. Again, the cru-
cial distinction is the one between simple and complex vowels: only a complex
vowel in the harmonic head, in this case the stressed nucleus, can license a
complex vowel in recessive positions. When in a paradigm alternation, as in
(11a) vs. (11b), (11c), a stressed nucleus becomes unstressed, it only retains A
if A is also present in the head, i.e. the stressed vowel (see 11b and 12a); oth-
erwise, the nucleus undergoes A-delinking (see 11c and 12b).

’

(12) a. b b b bibiris

r

I

i

|

I
f
A

B e

R
A A A

A classical case study of harmony affecting vowel height concerns sev-
eral Bantu languages which, differing from the ones exemplified in (10),
show a complex vowel system, combining centrifugal neutralisation with
harmonic effects, the so called “low harmony” (cf. Katamba 1984; Gold-
smith 1985; Harris and Moto 1989; Harris and Lindsey 1995, 2000). These
languages follow the general Bantu pattern whereby roots may host any of
the five vowels of the inventory, while suffixes may basically contain only [a
i u]. However, when a mid vowel is in the root, a mid vowel appears in the
suffix, as in (13b).! The following examples are about Luganda and are taken
from Katamba (1984: 260)

! Katamba (1984) highlights the fact that roots of the form -CeC- do not cause low-
ering on the suffix -u/-, cf. tem-ul-a in (13b) and accounts for this oddity by resorting to a
diacritic. We ignore this point here.
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(13) Root

Root+causative  Root+conversive

a. simb-a simb-is-a simb-ul-a  ‘plang; cause to plant; uproot’
fumb-a fumb-is-a ‘cook; cause to cook’
lab-a lab-is-a lab-ul-a ‘see; cause to see; warn’
b. tem-a tem-es-a tem-ul-a ‘cut; cause to cut; murder’
gob-a gob-es-a gob-ol-a ‘chase; cause to chase; draw boltof a rifle’

Binarist analyses generally account for low harmony by referring to ei-
ther the spreading of both values [thigh] or the spreading of [-high]. Katamba
(1984) accounts for phenomena of the kind reported in (13) in an autoseg-
mental approach, in which both [+high] and [-high] spread from the root to
the suffix (example in 14a is adapted from Katamba 1984).

The alternative analysis takes [-high] as the only harmonic feature and, as-
suming an underspecification framework, considers that vowels in extensional
suffixes are unspecified as for [high]. Accordingly, they receive [+high] by a de-
fault rule, as in both simb-is-a and lab-is-a, and receive [-high] by spreading from
the root, as in zem-es-a. (see 14b, adapted from Harris 1994b). Such an account
actually results in a quasi-privative analysis, substantially very close to fully-
fledged unarist approaches, whereby a monovalent feature A in the root extends
to suffixes (cf. Goldsmith 1985). In the examples, dotted lines indicate spreading.

(14) a. [+ h\ig ] [—hig ]

simbula

b. [-high]

t e me s a

[—b;‘ick] [—ba‘ck]

[-low] [-low]

g o b ola

[+high] [+high]
| |

s imbisa

[—ba‘ck] [—ba‘ck]

[Hlow] [-low]

A problem shared by all the accounts of Bantu low harmony that propose
spreading of A or [-high] is that an [a] in the root has not the effect of lower-
ing the high vowel in the suffixes, as lab-is-a, lab-ul-a in (13a) show. We will
not go into the details of the different solutions proposed in this regard, in
most cases resorting to some diacritic feature, with the effect of blocking A or
[-high] spreading under specific circumstances. As Harris and Lindsey (2000)
interestingly point out, Bantu low harmony can essentially be conceived as
the contrastive behaviour of two sets of vowel: corner vowels, which occur
in any position, and mid vowels, which basically may only occur in roots.
The former is the set of simple, i.e. one-element vowels, the latter is the set of
complex, i.e. two-element vowels. In this perspective, Bantu height harmony
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simply consists in the fact that a complex vowel in a suffix may only occur if it
is licensed by a complex vowel in the root, i.e. by the harmonic head. There-
fore, this kind of harmony is not simply a matter of spreading, i.e. copying
of features from the root to the suffixes; rather, it implies licensing relation-
ship among nuclei that also concerns segmental complexity.

Crucially, this essential characterization cannot be obtained by means of
binary features, because there is no meaningful way in which [+high] vowels
[i u] and [+low] vowel [a] can be grouped together as a class while excluding
mid vowels. Instead, the privative A, I, U elements can nicely capture the es-
sence of [a i u] as a natural class.

The same contrast between corner and mid vowels characterises vowel sys-
tem of the Piedmontese dialect of Piverone (Savoia 2005, Canalis 2008). In the
dialect of Piverone, if the stressed vowel is high the final nucleus may contain
[i u a], while if the stressed nucleus contains a mid vowel or [a] the final vowel
may be [e o a]. The examples in (15) are from Canalis (2008); (15a) contains
forms with low or mid stressed vowels, (16b) the forms with high stressed vowels.

(15) a. 'maska ‘'maske ‘witch E.s/p.pL

‘berta ‘berte ‘magpie F.S/E.PL
a 'kanto ‘it kante ‘they sing/you sing’
it :porte :you carr)’l’
it 'leze you read

b. kas'tina kas'tipi ‘chestnut r.s/r.pL
lyva lyvi ‘she-wolf E.s/F.pL
a ‘rumpu it Tumpi  ‘they break/you break’
a 'skrivu it 'skrivi ‘they write/you write’

In his discussion of possible analyses within binarist and unarist para-
digms, Canalis (2008) considers the different hypotheses that may be put
forward in the representation of height/low harmony.

In a binary feature approach, one hypothesis is that both [+high] and
[-high] are harmonic triggers and spread from the stressed to the final nucle-
us. The clear drawback of this account is that it cannot explain the fact thata
final - is not targeted by [+high] and remains unaffected. Canalis mentions
two possible causes for this specific behaviour of [a], which acts as a trigger
but not as a target. The first refers to a special status of [a] as an ‘opaque’ vowel,
observable crosslinguistically in regard to harmony; however, as Canalis ob-
serves, this characterization is nothing more than a descriptive label. The sec-
ond explanation is consistent with a fundamental constraint of binary feature
theory against [+high]/[+low] combination, discussed here in section 2.1: the
spreading of [+high] to the [+low] vowel is blocked, since its result would be
filtered out as not phonetically interpretable. Interestingly, however, as Cana-
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lis highlights, final [a] is affected by vowel raising in harmonic or metaphonic
processes in some Italian dialects; we will return to this in section 2.4.

The second hypothesis in a binarist framework is that only [-high] is the
harmonically active feature, which avoids the issue of the opacity of final [a].
The problem here is that with [i u] in the stressed nucleus [e o] are exclud-
ed in final position. If this correlation is not attributed to the spreading of
[+high], the only consistent explanation is the now familiar claim that the
basic set of final vowels only contains [a i u] and that [e o] are the harmonised
outcomes. As already observed, the latter representation is not substantially
different from the one assuming monovalent features, expressed in terms of

spreading of A. The following example is adapted from Canalis (2008: 25).

(16) a. /'kant-U/ b. /skriv- U/
|- i
A U I U

['kanto] ['skrivu]

The effects of vowel harmony of the dialect of Piverone have strong anal-
ogies with those of Pasiego Spanish and of Luganda. On the one hand, low
harmony of Piverone, like height harmony of Pasiego, is a prodically condi-
tioned process, with the stressed nucleus playing the dominant role. At the
same time, it is the position that can display the largest inventory of vowels
and the trigger in the harmonic span (cf. Savoia 2005). On the other hand,
just as in the case of Luganda, the effects of the harmonic head on the target
vowels are superimposed to a pattern of asymmetric distribution of vowels
due to neutralisation, whereby only the restricted set [ai u] is allowed in final
position. Final [i u] lower to [e o] when the conditions for harmony are met.

To sum up, given this complex of data, this kind of low harmony can
be expressed in terms of binary or unary features, as the spreading of [-high]
or of A, with substantially similar results. However, the crucial advantage of
elements is that they can positively identify the restricted set [a i u] as the set
of mono-elemental vowels.

2.4 Metaphony

Let us now turn to the representation of metaphony in Italian dialects,
which is an intriguing issue for any segmental theory. Italo-Romance lan-
guages offer a wide and complex variety of metaphonic phenomena. A pre-
theoretical description of metaphony is that final high vowels exert their



FROM PHONOLOGICAL RULES TO THE PERSON CASE CONSTRAINT 23

influence on the stressed nucleus of the word.? The most frequent pattern is
metaphony of mid-high vowels, regularly resulting in raising e =i,0 = u.
Several Italian dialects also show metaphony of mid-low vowels, which pro-
duces a variety of outcomes, the most frequent being diphthongization with
different results, as well as raisinge = e/i, 0 = o/u.

Italo-Romance metaphony has been treated within both binarist (cf.
Calabrese 1995, 1998, 2011; Savoia 2015, 2016 among others) and unar-
ist approaches (cf. Maiden 1991; Savoia 2005; Savoia and Baldi 2016, 2018;
Canalis 2016 among others).

In the accounts using binary features, a controversial issue is whether mid-
high and mid-low stressed vowels undergo one and the same phonological process
(cf. Calabrese 1995, 1998, 2011) or should instead receive separate representations,
thus accounting for the fact that they are independent phenomena from the his-
torical point of view and that they produce different outcomes (cf. Savoia 2015,
2016). According to Calabrese, all different effects of metaphony on mid vow-
els are due to the spreading of [+high] from the final nucleus.> Savoia argues for
the alternative view that metaphony of mid-high vowels is triggered by [+high],
while metaphony of mid-low vowels is triggered by [+ATR].

As already observed, this seems to be a weak point of Element Theory, in
which the information encoded by [+high] is split between elements I and U.
We have seen however that in monovalent accounts of vowel raising, the ab-
sence of a [high] category does not constitute a theoretical issue, since the cru-
cial role in vowel raising of any kind is played by the element A. Partial raising
¢ = ¢0 = 0, due to A becoming recessive within the segment, and complete
raising to 7 and #, due to A-delinking, are effects of progressive weakening of
A, known as A-demotion (cf. Maiden 1991). As already observed about other
kinds of vowel harmony, in Element Theory metaphony is not simply conceived
as a matter of feature spreading; rather, in a more comprehensive view, it is de-
fined as the effect of licensing relationship among nuclei within the dominant
foot, i.e. the main stress domain. Put in other terms, A-demotion is the result

2 We do not focus here on the fact that in many Italian dialects the actual phonetic
content of final nuclei is obscured by reduction to schwa or deletion, or that in some dialects
all mid vowels raise to [i u], which makes them identical to originally metaphonic triggers
/i u/ (see for discussion Maiden 1991, Calabrese 1998, Savoia 2015, Canalis 2016). When
this is the case, metaphony is crucially involved in the expression of inflectional content, e.g.
masc. $/PL. for nouns, 2P IND PRES, etc. We assume that also in morphologized metaphony
final nuclei preserve some abstract phonological content, anchored to inflectional content,
that is able to determine regular phonological effects on the stressed nucleus.

3 In Calabrese’s model of metaphony, repair strategies apply to the outcomes of
[+high]-spreading when they violates language-specific constraints. For example, the spread-
ing of [+high] to [-high -ATR] vowels, i.e. to [¢ o], would produce the ungrammatical com-
bination [+high -ATR], which is repaired by ‘negation” and tranformed to [-high +ATR], a

well-formed feature setting corresponding to [e o]. We will not discuss this aspect here.
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of a partial or complete alignment as for elemental content between the stressed
nucleus and the final one (cf. Maiden 1991, Savoia 2005, 2015, 2016, Canalis
2016 among others). The following representations refer to the Abruzzese dia-
lect of Mascioni (cf. Savoia 2015) in which metaphony causes the raising of the
stressed mid vowels. Mid-low vowel raising corresponds to A loosing its head-
hood, mid-high vowel raising corresponds to A-delinking.

(17) serpa se 1 pi roffa ru [ fu
| | | ]
I A I 1 U A U u

| | | t

A A A A

['serpa] / ['serpi] ‘snake £.s / E.pL '['roffa] / ['ruffu] ‘red E.s / M.S

Despite the now long history of the A-demotion analysis, the issue about
the incapacity of Element Theory to positively define high vowels as a natural
class is not completely devoid of relevance for theorist defending monovalent
features within various frameworks (cf. van der Hulst 2018). Within Element
Theory, Savoia and Baldi (2016, 2018), propose a new element, namely F1,
which encodes an acoustic property shared by high vowels, i.e. a low value
of frequency for the first formant (F1). Thus, F1 categorizes an acoustic and
therefore perceptual property, like all the other elements, althogh it does not
share the autonomous interpretability that carachterizes the primes in the
standard formulation of Element Theory (cf. Backley 2011).

We maintain here that autonomous interpretability is essential in the
representation of different phonological phenomena, like consonant lenition
and vowel weakening as loss of segmental content. More specifically, the ex-
planation of vowel raising as A-delinking preserves its crucial insight in re-
gard to phenomena of vowel neutralisation and vowel harmony of the kind
discussed above, especially when segmental simplification takes place in pro-
sodically weak configurations.

To conclude our discussion about features in phonology, we now turn
to the case of metaphony affecting [a]. This phenomenon rises a few descrip-
tive intricacies that we believe are of some theoretical interest.

In Italian varieties, metaphony affects a stressed [a] much less frequently
than stressed mid vowels. The phenomenon is documented for some North-
ern-Western dialects, especially in the Alpine area and in Romagna, and for
some Central-Southern dialects, mostly on the Adriatic side (cf. Rohlfs 1966:
43-46; Savoia and Maiden 1997). To the best of our knowledge, the only out-
come of metaphony of 4 is a front vowel, in most cases [¢] or [e], while back
outcomes are undocumented. Almost without exceptions, the metaphony of 4
is only triggered by -i. In fact, in most systems that show metaphony of 4, -7 is
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the only metaphonic trigger for target vowels of any kind. In few dialects, while
the metaphony of mid vowels is activated by both -7 and -#, 4 is only sensitive
to —2. One such system is the Abruzzese dialect of Colledimacine (Savoia 2015:
234-235). In this dialect, final vowels are all reduced to schwa, and metaphony
is caused by phonological features anchored to inflectional content (see foot-
note 2). The examples in (19) are taken from Savoia (2015: 234)

(18) a. final/i/ b.  final lu/
'me:so / ‘miyfo ‘month s/pl’ 'korta / 'kurte  ‘short f/m’
've:ta / 'viito ‘see 1P/2P’ 'sorda / 'surde  ‘deaf f/m’

'dormo / 'dusrmo ‘sleep 1P/21
'kamo / 'ke:no “dog s/pl’
‘manno / ‘mepno ‘eat 1p/2P

From the complex of data just presented, a strong correlation emerges be-
tween the presence of a final /i/ and the metaphony of [a], a correlation that
concerns both the conditions for application and the outcome of the process.
On the one hand, this picture is naturally suitable for a representation by means
of elements. A head I element contained in the final nucleus spreads to the
stressed position containing A, thus producing raised and fronted outcomes
(cf. Canalis 2016 on Ticinese metaphony). This treatment is also consistent
with the representation of metaphony of mid vowels as a process of A-demo-
tion. In fact, the outcomes of raising and fronting of [a], i.e. e>e>i, correspond
to progressive steps of decreasing predominance of A within the segment. On
the other hand, this model has no intrinsic explanation for the fact that, in
systems like the one in (18), only -7, but not -#, is a metaphonic trigger for 4.
For these cases, some stipulation seems necessary to restrict the condition for
4 metaphony to the presence of -i.

In terms of binary features, the correlation between the metaphony of [a]
and the final /i/ does not find a straightforward account. Firstly, the feature
active in metaphony, i.e. [+high], is shared by [i] and [u] and cannot restric-
tively link metaphony to the presence of -i. Secondly, [+high] is not sufficient
to account for the fact that a metaphonized 4 only results in front vowels.
Further information is necessary for the process to take place, and two alter-
native solutions are available: i) the stipulation that [a] is inherently [-back],
or ii) the statement that when [a] is the metaphonic target, and only then,
[-back] together with [+high] spreads from the final nucleus (cf. Savoia 2015:
234-235). A further complication that arises in binarist analysis of metaphony
of 4 is that the spreading of [+high] to a [+low] segment causes an impossible
combination. This undesirable outcome can be avoided by stipulating that
the repair strategy ‘negation’ applies, whereby [+high +low] — [-high -low]
(cf. Calabrese 1995) or by stating that [-low] is the relevant feature instead
of [+high] (cf. Savoia 2015: 235).
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To resume up to this point, a drawback common to unarist and binarist
approaches is that none of them can provide a wholly non-stipulative expla-
nation of the special behaviour of 4 in metaphony.

We now briefly consider a last, much less frequent system showing the
metaphony of 4, which is documented for a small Campanian area, mostly
represented by the dialect of Ischia, Procida and Pozzuoli (cf. Rohlfs 1966:
45). The data in (19), taken from Rohlfs (and adapted to IPA), refer to Monte
di Procida e Pozzuoli, the ones in (20), reported by Savoia and Maiden (1998:
19), refer to Ischia. All the systems exemplified have final vowels reduced to
schwa. In the examples, the phonological content anchored to inflectional
endings is indicated in brackets.

(19) + metaphony - metaphony
‘esono  ‘donkey M.s/M.PL (-u / -i) ‘asono  ‘donkey F.S/E.PL (-a/ -¢)
‘'nesa ‘nose M.S™ (-u) 'krapo  ‘goat £.§’ (-a)

(20) + metaphony - metaphony
kajo'neto ‘brother-in-law m.s/M.PL (-u/-1) kajonato ‘sister-in-law ES/EPL (-a/ -¢)
‘kens  ‘dog m.s’ (-i) ‘kana ‘dog M.PL (-¢)

In the dialects of (19) and (20), metaphony is activated for all target vow-
els, including 4, by both -7 and -#%; the outcome of metaphony of 4 is always
a front mid vowel [¢] or [e].

The data in (19) and (20) pose a puzzling question for any account, since
two aspects in the metaphony of 4 must be explained, i.e. raising, and fronting
in presence of -%. A unarist approach is at loss with this set of data, since ele-
ments cannot represent a change @ — ¢ unless an element I is locally available.
On the contrary, with binary features, raising is not a problem given a [+high]
final vowel and the crucial question is the fronting of 4. Indeed, in a strictly
binary feature theory, any vowel must is either [+back] or [-back]. If [a] in the
systems of (19) and (20) is labelled as [-back] the correct outcome is predicted,
i.e. a front mid vowel. However, it could be noticed that in systems like many
Italian varieties that do not contrast a front with a back low vowel, in absence of
any other phonological evidence, the setting of [back] is an arbitrary operation.

With elements, the null hypothesis is that [a] is a central vowel. The rep-
resentation is enriched with I or U when phonological evidence is available
that this is the case. For example, Passino (2016) provides convincing evidence
that in the dialect of Teramo (Adriatic Abruzzi) the outcome of Latin A / A is
a compound [A I]. Passino’s proposal accounts for the fact that the phonetic
form [2] appears in specific contexts, but refers essentially to the behaviour of
the segment in metaphonic and prosodically conditioned vowel alternations.

With this in mind, we believe that the exact content of /a/ in the systems
of (19) and (20) should be reconsidered in light of a closer scrutiny of its pho-
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nological and phonetic behaviour. Rohlfs (1966: 45) reports the presence of
spontaneous, i.e. non-metaphonic fronting of 4, which is typical of Adriatic
Italian varieties, also in dialects of the small Campanian area to which also
the systems in (19) and (20) belong. Therefore, we hypothesize provisionally
that 4 in those varieties could be adequately represented as [A I]. If our hy-
pothesis is on the right track, the fronting of 4 in presence of -« ceases to be
a problem for an Element Theory approach, since with I contained in the
stressed nucleus, the metaphonic effects of raising and fronting can be rep-
resented as A-demotion.

3. Morphology: Person

The question whether the primitives of the system are binary features or
are monovalent properties applies not only to PHON primitives, but also to
SEM primitives, which enter morphosyntactic computation. The framework
of Distributed Morphology (DM, Halle and Marantz 1993) adopts the view
that morphological features are binary. Specifically, a consistent stream of lit-
erature argues for a binary characterization of Person. Another feature which
prominently enters the syntactic debate in a binary/underspecification format
is Number, for instance as regards so-called omnivorous number effects in
the Romance languages (D’Alessandro and Roberts 2010; Nevins 2011). In
order to keep the discussion manageable, we disregard Number aside here
(with a partial exception at the end of this section). In this section, we illus-
trate existing proposals arguing for binary features characterizations of Per-
son or for what we take to be a variant of them, namely underspecification
systems; we also propose a monovalent alternative.

Bobaljik (2008) presents an argument in favour of binary features for
person based on a well-known substantive universal — namely the existence
of exactly four persons: roughly 1 Exclusive (Speaker), 1 Inclusive (Speaker
and Hearer), 2 (Hearer) and 3 (other, i.e. neither Speaker nor Hearer). This
are exactly the persons predicted to exist by crossing the two binary features
+Speaker, tHearer, as indicated in (21).

(21) 1 Excl +speaker, -hearer
1 Incl +speaker, +hearer
2 -speaker, +hearer
3 -speaker, -hearer

On the basis of our general considerations concerning binary feature sys-
tems we expect to find two kinds of problems with this system. The first prob-
lem is formal. We take it that features are properties, and as such they define
sets of individuals (or sets of sets of individuals) having the relevant property.
This much seems unquestionable. More interestingly, we may wonder how
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to interpret clusters of features. The natural interpretation would seem to be
that a set of features defines a set of individuals each of which has the relevant
properties. This construal seems to be the intended one for instance for 3 in
(21) — which is the set of individuals which are both -Speaker and -Hearer.
Similarly 1Excl is a set of individuals each of which has both the property of
being a hearer and the property of not being a speaker — and conversely for 2.

However, the same cannot be true of 1Incl, since there is no single in-
dividual which has the property of both being a hearer and that of being
a speaker; the intersection of the two sets is empty. In order for (21) to go
through as a characterization of 1Incl we must construe the clustering of
features in a different way from that adopted so far — we must join the indi-
viduals which are (only) speakers to those that are (only) hearers. But this in
turn cannot be extended to 1Excl or 2. 1Excl may include just the speaker
— the conjunction with non-hearers (which include 3 person) is not neces-
sary — and similarly for 2. The reason we run through this matter in some
detail is to stress the general point that while single binary features are eas-
ily legible, their proposed clusters are not — nor are we aware of any general
discussion of how they interact.

The issues that we just raised depend only in part on the specific proposal
of Bobaljik (2008). Halle (1997) adopts a feature system which characterizes
just three Persons, namely the traditional ones, as in (22). All three persons have
a well-formed intersective reading. But then note that the supposed argument
of Bobaljik in favour of binary features collapses — because it turns out that
the crossing of two binary features does not yield four persons, but only three.

(22) 1 +author, +participant
-author, +participant
-author, -participant
+author, -participant (logically impossible)

* 0 N

The second general problem with binary features is so to speak, ontologi-
cal. For the purposes of illustration, we will stick with the system of features in
(21). Consider 1Excl. In order to get reference to the Speaker, we need to parti-
tion the Person lattice by means of the tspeaker, thearer features. Therefore, the
grammar contains only an indirect representation of the speaker, as a partition of
the referential space. The speaker is any individual who has the speaker property
but in addition — and in a completely redundant manner, also has the property
of not being a hearer. Thus, the ontology of the conceptual system includes the
primitive content SPEAKER — otherwise we wouldn’t be able to define the predi-
cates speaker at all. However the computational system does not recognize the
SPEAKER content as a primitive, rather it is forced to define it as the crossing of
both positive and negative values of various predicates. To put it otherwise, the
Speaker and Hearer, anchoring the Universe of Discourse, cannot have an atomic
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status in the computational component. They are as complex as non-participant
referent, defined by the same crossing of binary features.*

For the sake of explicitness, in (23) we provide a formulation of what
a monovalent system for Person looks like under the assumption that 1Ex-
cl and 2 are to be identified with the conceptual primitives SPEAKER and
HEARER. 1Incl is defined by the union of HEARER and SPEAKER. Re-
member that the conjunctive characterization of 1Incl was not argued to be
a problem per se for binary feature systems. The issue that we highlighted was
that there was no consistent reading of feature clusters.’

(23) 1Excl: SPEAKER
1Incl: SPEAKER A HEARER
2: HEARER

Under (23), we cannot characterize 3 as the non-person — apparently
meeting the limit of our system. However, we argue that this consequence is
correct. In the absence of Hearer and Speaker content, reference is achieved
through deixis D or quantification Q, along the lines of (24). There is no
sense in which s/be (or the) is defined by absence of speaker and hearer prop-
erties. Like everything else in grammar, it is defined by positive properties.

(24) 3: DeflQ

Summarizing so far, it is possible to characterize the person system both
in terms of binary features and in terms of monovalent features/properties
— along the lines of (21)-(22) and (23)-(24) respectively. If we have Speaker
and Hearer primitives we do not need to turn them into binary features to

* We are aware of recent work by Harbour (2016) defining Persons in terms of func-
tions, which at least prima facie seems even more complex than the characterization in
terms of features. Our discussion takes us in the opposite direction of radical simplification,
cf. (23)-(24) below. We note that at least the ontological issue holds of Harbour (2016). In
other words, 1P as represented in the grammar is not atomic.

5 There shouldn’t be any special difficulty in drawing number into the picture. In
essence, plural amounts to set divisibility. Thus, the 1P plural denotes a set x such that
x includes the Speaker (1Excl) or the Speaker and the Hearer (1Incl) — and similarly for
2P. In the syntax of a 1P pronoun we can assume that the [Speaker] property is modified
by a superset relator 2, namely [[Speaker] 2], and this syntax is read as referring to some
superset including the speaker (and eventually the hearer), along the lines of (i). The same
syntax holds for other person plurals. We refer to Manzini and Savoia (2018b, 2019), Savoia
et al. (2018), Manzini et a/. (2019) for a discussion of number in DPs (see also the references
quoted there).

(i) 1Excl: [[Speaker] 2] - dx,x 2 SPEAKER
lncl:  [[SpeakerAHearer] 2] = dx,x2 (SPEAKER A HEARER)
2: [[Hearer] 2] - dx,x2 HEARER
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predict the 3 Participant persons. Rather, as in (23), the system consists of
Speaker, of Hearer, and of the only logical operation that returns a mean-
ing, namely their conjunction. Furthermore, as in (24), it is perfectly possi-
ble to identify 3P with D — effectively a different referential system than the
Person/Participant system, based on operators binding variables restricted
by descriptive content.

A possible argument in favour of the binary feature characterization is
that it manages to capture natural classes (namely negative classes) that es-
cape instead the conceptual primes characterization we are supporting. As
pointed out in a classical work by Zwicky (1977), in languages which have
only three persons, 1Incl is syncretic with 1Excl, as in English we — while
1Incl is never syncretic with 2. As it turns out, the binary features schema
in (21) is not able to capture this basic fact, since syncretism based on the
+speaker feature between 1Incl and 1Excl is equally favoured as syncretism
between 1Excl and 2 based on the +hearer feature. In this respect, therefore,
there is nothing to be gained with respect to the conceptual primes charac-
terization in (23).

Noyer (1992), in his seminal discussion of Person, argues that the pat-
tern is due to the interaction of the feature matrix with the Person hierarchy
in (25). We take it that the latter is just the initial segment of the Animacy/
Definiteness hierarchy, which is generally deemed responsible for such be-
haviours as Differential Object Marking (DOM) and Differential Subject
Marking (DSM, or split ergativity). Kiparsky (2008) suggests that it is a D-
hierarchy, or as we shall say here a Referential Hierarchy.

(25) 1 > 2/other

According to Noyer, the binary feature characterization of person inter-
act with the hierarchy 1 > 2 in the following terms. The syncretism of 1Incl
and 1Excl is derived by Impoverishment (in the DM sense of the term), i.e.
deletion of the [hearer] feature. However, in order to get syncretism between
1Incl and 2, one would need to impoverish the [speaker] feature. But “such
deletions always obey the hierarchy of features” (Noyer 1992: 154), block-
ing Zwicky’s *syou.

There is no reason why the hierarchy in (25) can be used in conjunc-
tion with a monovalent feature system. 1Incl can be syncretic with 1Excl —
because this means that the highest ranked referent in 1Incl is externalized.
However 2 cannot be syncretic with 1Incl — because this would mean that
the highest ranked element in 1Incl remains without externalization. For-
mally, we may invoke the general principle that externalization is subject to
the hierarchy (25) so that no 2/other content can be lexicalized if 1P con-
tent is not. This avoids Impoverishment, but seems otherwise comparable to
what Noyer proposes.
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Finally, an important variant of binarism, namely underspecification,
has not been discussed so far, though it is applied to Person features in an
important work of Harley and Ritter (2002). In the range of literature which
we consider in section 4, devoted to the interaction of Person features with
syntactic principles, the privative system is endorsed in particular by Bejar
and Rezac (2009). In the notation used by Bejar and Rezac, the feature com-
position of the different persons is as in (26), assuming the standard Person
hierarchy 1 > 2 >3. The feature [r] stands for Person. The 1Excl vs 1Incl dis-
tinction is noted (in their fn.9) but not discussed.

(26) 3: b
: m, Participant
1: 7, Participant, Speaker

Bejar and Rezac are more explicit than most on the nature of the feature
system they adopt. First, it “requires specifying default interpretations for un-
derspecified representations”. Therefore, despite the lack of plus and minus
signs, the system in (26) is a variant of (22). Only positive, marked values are
specified. In the absence of specification, however, the default negative value
is implied. Furthermore, Bejar and Rezac explicitly note that “it is only the
feature structure as a whole that corresponds to a traditional category like
Ist person”, so that the segment [speaker] cannot be read as 1P by itself. This
is important in the economy of their analysis — and represents a particularly
clear enunciation of what we have called the ontological complexity of bi-
nary/privative feature systems in previous discussion.

Now, recall that in section 2, we not only considered phonological seg-
ment inventories defined on the basis of monovalent and bivalent features
—but we also discussed their interaction with phonological computation/rep-
resentations. When it comes to morphological repertories, their interaction
is with syntactic computation. Therefore, in the following sections, we will
launch into a case study concerning the interaction of person feature systems
with syntactic principles, as regards one specific phenomenon, namely the
Person Case Constraint (PCC).

4. Interactions of bivalent feature systems with syntactic computation: The PCC

‘The bivalent characterization of Person has been used by recent syntac-
tic theory in conjunction with the rule of Agree and with the locality condi-
tions governing Agree (Minimality) to derive interactions between Person and
Case/Agree such as the Person Case Constraint (PCC). We begin by intro-
ducing the basic PCC facts. In so called strong PCC languages, in Dat-Acc
sequences the Acc can only be 3P. Pancheva and Zubizarreta (2017) describe
French as strong PCC, as in (27).
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(27) French, strong PCC

a *l te/me lui presentera *3Dat, 1/2Acc
He me/you to.him will.introduce
‘He will introduce me/you to him’

b. *Il me te/ te me presentera *1/2Dat,1/2Acc
He me you/ you me will.introduce
‘He will introduce me to you/you to me’

c. 1l me/te le presentera OK1/2Dat, 3Acc
He me/you him will.introduce

‘He will introduce him to me’

Catalan is a Weak PCC language, characterized as such by Bonet (1991).
Itallows 1/2P Acc in dative contexts, when Dat is 1/2P, along the lines of (28).

(28) Catalan, Weak PCC

a. *Al director, me li ha recomanat la Mireia.  *3Dat, 1/2Acc
to.the director, me to.him has recommended the Mireia
‘As for the director, Mireia has recommended me to him’

b. Te’ m van recomanar per aquesta feina. OK1/2Dat, 1/2Acc
You me will recommend for this  job
“They will recommend me to you/you to me for this job’

c. Eldirector, mel’ ha recomanat la Mireia. OK 1/2Dat, 3Acc
the director, me him has recommended the Mireia
‘As for the director, Mireia has recommended him to me’

Romanian is described as observing a different PCC pattern yet, dubbed
Me-First. In essence, Romanian is like a Weak PCC language in allowing
combinations of Participant Dat with Participant Acc. However, it is con-
sistently reported to differ from, say, Catalan, in that only 1Dat, 2Acc is al-
lowed, not the reverse, along the lines of (29b-b’). One may expect 2Acc to
be allowed with 3Dat — which it is.

(29) Romanian, Me-First PCC

a. I te au recomandat ieri O%3Dat, 2Acc
to.him you have recommended yesterday
“They have recommended you to him yesterday’

a. #l m au recomandat ieri #3Dat, 1Acc
to.him me have recommended yesterday
“They have recommended me to him yesterday’

b. *Ti m a prezentat Ion la petrecere *2Dat, 1Acc

to.you me has introduced Ion at.the party
‘lon introduce me to you at the party’
b> mi te a prezentat Ion la petrecere OK1Dat, 2Acc
to.me you has introduced Ion at.the party
‘lon introduced you to me at the party’
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One of the earliest Agree and Minimality accounts of the PCC is Anag-
nostopoulou’s (2005). She takes 1/2P to be [+person/participant] and 3P datives
to be [-person/ participant]. The schema in (30) summarizes how this distri-
bution of feature values works in excluding the co-occurrence of 3Dat and
1/2Acc. For, a [-person] 3Dat counts as an intervener on the Agree relation
between the Person probe on v and its 1/2P object goal. In (30b), the radical
absence of [Person] features on 3Acc removes the violation, because the ob-
ject is no longer a goal for the person probe on . There is however more than
a disadvantage. First, in the schema in (30a), 3Dat acts as an intervener for
the probing of 1/2P Acc by v, despite the fact that they have opposite value
of [person]. Reported back to other instances of Minimality, this seems very
dubious, as if -wh could act as an intervener for +wh.

(30) a. [, v [ApplP lui [, presentera te | cf. (27a)
| -pers +pers
\ \ |
b. [, v [Appll’ me [, presentera le] cf (27¢)
| +pers
\ | - 0K

Second, Anagnostopoulou assumes that 3P Acc elements lack the [person]
feature altogether, while 3P Dat elements ae assigned the feature [-person]. From
a very general perspective, it is difficult to see the difference between having the
non-person feature and not having the person feature. But even disregarding this
abstract concern, what does it mean empirically to have a 3Dat associated with
the person/participant system (even if only negatively) and 3Acc not associated
with it? 3P pronouns always function alike, has exactly the same referential range
(deictic, anaphoric, bound variable) independently of the case slot it happens to
be associated with.

A way out of this ontological problem is to invoke a connection between da-
tive and animacy — so that 3Dat would have obligatory animacy properties accru-
ing to it, unlike 3Acc. This line of justification does not work. In Italian, a Weak
PCClanguage, 3Dat are actually preferred for inanimates in at least some contexts,
such as those involving a possessor construal such as (31a). There are furthermore
contexts where animate goals can be referred to by locative pronouns as in (31b).

(31) a. (Al vestito) gli/*ci ho rifatto lorlo
to.the dress to.it/there  Lhave re-made the hem
‘T made a new hem to the dress’
b. A miasorella, non ci/le somiglio
to my sister not there/to.her  IL.resemble

‘I don’t resemble my sister’
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As for the Weak PCC, Anagnostopoulou has recourse to Multiple
Agree, i.e. the ability of one probe to have multiple goals. Under Multiple
Agree, v can probe into the [+person] feature of both a 1/2P Dat and a 1/2P
Acc at the same time, explaining the Catalan pattern. 3P datives, being [-per-
son] still block probing into 1/2P Acc. This strengthens the issue we noted
for Minimality, since a [-person] element which cannot be a goal for [+per-
son] Multiple Agree, nevertheless counts as an intervener on the Agree path.
We are not sure about the formal status of this assumption — it certainly vi-
olates the spirit of Minimal Search, whereby an intervener is simply a goal
closer to the probe. Anagnostopoulou also discusses why clitics but not full
pronouns undergo the PCC. The answer is that “absence of an accusative
clitic/agreement marker... signifies the absence of a Move/Agree relation be-
tween the accusative and v”. Again, it is not clear that this is in keeping with
standard Minimalism, specifically the assumption that accusative case is a
reflex of Agree with v.

Zooming to a dozen years later, an account of the PCC based on bi-
nary features systems and on intervention constraints on Agree is proposed
by Pancheva and Zubizarreta (2017) (Zubizarreta and Pancheva (2017) con-
sider Inverse Agree within the same framework). These authors complicate
the feature system further. The basis for the system in (32) is (22) above; an
additional feature, namely [proximate] splits 3P into a proximate and an ob-
viative set. We quote: “I1P and 2P arguments are inherently proximate, be-
ing part of the speech event. 3P arguments may or may not be proximate,
depending on context. Proximate 3Ps are grammatically marked as having a
perspective on the described event”.

(32) 1: [+proximate], [+participant], [+author]

2: [+proximate], [+participant], [-author]
3prox: [+proximate], [-participant], [-author]
3obv: [-proximate], [-participant], [-author]

According to Pancheva and Zubizarreta, Appl is a head of phase and a
probe (an enrichment on which we will not comment further). By a constraint
called P-principle (specifically the P-prominence clause), there must be a D
in the edge of Appl that provides its goal. In the Strong PCC condition, Ap-
pl probes for [+proximate] and a constraint called P-uniqueness (also part of
the P-principle) requires that there can be at most one D in the phase which
provides Appl’s goal. Since the indirect object, sitting in the edge of Appl, is
[+proximate], a [+proximate] direct object is excluded, including a 1/2P one.

In the Weak PCC condition, P-Uniqueness does not hold. Therefore
two [+proximate] elements, such as two 1/2P clitics can freely combine as
Appl and Acc. Here another condition comes into play namely that 3P can
be marked [+proximate] only in the context of another 3P. Therefore “in the
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absence of another 3P, the 3P indirect object in <3, 1> and <3, 2> cannot be
marked proximate, leading to a violation”. In the Me-First PCC what var-
ies is that Appl probes for [+author]. P-Uniqueness then filters out contexts
where the direct object is 1P, allowing the others.

From the point of view of feature ontology, the system in (32) presents
a proximate/obviative distinction which has abundant morphosyntactic cor-
relates in Algonquian languages, but lacks such correlates in the Romance
languages. One question then is whether the distribution of abstract [prox-
imate] features in Romance matches that independently known from lan-
guages with overt proximate morphology. According to Aissen (1997) “in a
context with two third persons, unbalanced for animacy, the animate must
be proximate and the inanimate obviative”. Thus leads us back to the ques-
tion whether 3Dat is always animate. We have already seen that this is not
the case — in fact in an example like (33), 3Dat is lower ranked in animacy
with respect to 3Acc.

(33) A questo tavolo, gli dobbiamo trovare un proprietario
to this table, to.it we.must find an owner
“We must find an owner for this table’

Another problem is represented by the fact that in Algonquian [+proxi-
mate] is the unmarked value of the feature, since if a single 3P occurs, it is
in the proximate morphology; the presence of an obviative 3P depends on
that of a proximate 3P (Aissen 1997). Pancheva and Zubizarreta require the
reverse condition for the Weak PCC, as summarized above. Obviously, Al-
gonquian and Romance may differ — but this is precisely our point. If the
comparison between the two families does not warrant extending the proxi-
mate/obviative distinction from Algonquian to Romance, then the Romance
feature system loses explanatory force.® Pancheva and Zubizarreta also ad-
dress the question why full pronouns, unlike clitics, do not trigger the PCC.
Their answer is essentially the same as Anagnostopoulou’s (2005) — namely
that “if the direct object does not agree with Appl — an agreement relation
that is manifested as cliticization — it is excluded from the domain of appli-
cation of the P-Constraint, even though it remains in the Appl phase”. The
same objection applies as for Anagnostopoulou. It is certainly not unreason-
able to tie Agree to cliticization (in clitic languages) — yet this is not formal-
ized either by the authors or by independent literature.

¢ Pancheva and Zubizarreta (2017) support their characterization of Appl by reference
to a different set of facts, namely Charnavel and Mateu’s (2015) Clitic Logophoric Restric-
tion (CLR). However “discourse participants” (i.e. 1/2P) and “empathy locus” (i.e. Dat) be-
have differently under the CLR, as Charnavel and Mateu discuss. Vice versa for (Pancheva
and Zubizarreta’s) PCC to work they must work alike and hence enter into competition.
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One difference between Anagnostopoulou and Pancheva and Zubi-
zarreta is that the latter authors require a P-principle. Bejar and Rezac (2003)
also propose a Person Licencing Condition (PLC) (see also Bejar and Rezac
(2009) on Inverse Agree). The PLC states that “an interpretable 1%/2 per-
son feature must be licensed by entering into an Agree relation with a func-
tional category”. They consider the Strong PCC, which they derive by the
interaction of the PLC with minimalist Agree and the standard Minimality
condition on it. The relevant configuration is roughly as in (34) where goals
of the v probe have n=3P or n=1/2P. In (34), by Minimality, the = probe on
vmatches the © value on the dative. This means that it “never enters into an
Agree relationship with the accusative ... This is fine if the accusative is 3™
person. If it is a 1% or 2™ person, the PLC will take effect”.

(34) v(m) DAT ACC
| | ) |

In its early statement by Bejar and Rezac it is easier to see that the PLC
encodes a certain amount of the PCC, which it is meant to derive — namely
that licencing requirement applies to 1/2P internal arguments and not to 3P
ones. The same is true of the P-principle of Pancheva and Zubizarreta (2017).
Bejar and Rezac also consider the question why the PLC would apply to clit-
ics and not to full pronouns and they propose that “inherent case and focus”
missing in clitics (Cardinaletti and Starke 1999) are present on full pronouns.
This cannot be so. As for case, Romance clitics are overtly marked for Dat,
whereas full pronouns generally are not. As for Focus, if we understand the
Focus category proper, it is obvious that not all full pronouns are Foci even
in Romance (for instance pronouns objects of prepositions). If we understand
the ability to be stressed, then we have to look no further than French enclit-
ics for examples of stressed clitics observing the PCC, as in (35).

(35) *Presente-lui-moi/-me-lui
introduce-him-me/me-him
‘Introduce me to him’

We are now ready to draw some conclusions on accounts of the PCC based
on the interaction between the various binary/underspecification features systems,
whether (20) or (22) or (32), and standard minimalist Agree and Minimality:

(i) binary/underspecification systems must be supplemented by assump-
tions such as the [-person] vs. lack of person feature distinction of Anag-
nostopoulou (2005); the application of the proximate feature to Romance in
Pancheva and Zubizarreta (2017); the dative/animacy connection. All of these
assumptions appear dubious on empirical as well as on simplicity grounds.
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(if) Agree and Minimality must be supplemented with dedicated prin-
ciples, such as Bejar and Rezac’s (2003) PLC or Pancheva and Zubizarreta’s
(2017) P-Principle.

(iii) Minimality is invoked to derive the PCC in languages, where Dat
plays intervener on Agree even though it is incapable of agreeing. Why would
an element which cannot serve as a goal for Agree, play Minimality intervener
on the Agree path? Or in Anagnostopoulou’s version, why would [—person]
intervene on a [+person] path?’

5. A monovalent account of the PCC in Romance

Are monovalent feature systems at all adequate to interact with Agree,
Minimality, phases and the other fundamental principles and operations
of minimalist grammars? We explore this question in relation to the PCC
in Romance. In section 5.1 we preliminarily address the question of clitics,
their derivation and structure. In section 5.2 we address DOM in Romance.
In section 5.3 we return to the PCC arguing that it feeds not on Agree and
Minimality but on DOM.

5.1 Clitic structures

Following Kayne’s (1991) classical work, we take it that clitics in most
Romance languages surface as heads adjoined to T(P). A few derivations are
open and have been proposed in the theoretical literature. Kayne’s classical
proposal has cliticization from a first-merged DP position. Sportiche (1996)
proposes base-generation of clitics in a clitic field associated with », whence
they raise to T. Roberts (2010) takes clitics to undergo head-movement to ».
Here we assume first-merge of object clitics, construed as D heads, with vP,
hence essentially Sportiche’s analysis.

The Acc clitic enters Agree with the  head; following Chomsky (2001), Acc
case reduces to Agree with ». The Acc clitic further alternates with the Part(itive)

7 Alternatives to binary feature systems, or their underspecification variant include
cartographic ones. Thus, Bianchi (2006) uses the categories 3P or SAP (Speech Act Par-
ticipant) to label the syntactic tree. Bianchi shows that an analysis entirely based on (mon-
ovalent) categories of 1/2P and 3P can express the PCC and the Inverse Agreement facts
in terms of Minimality intervention on movement. Full pronouns must check Person pro-
jections no less than clitics but different types of chains are involved. Nevertheless carto-
graphic hierarchies have problems of their own (Chomsky ez a/. 2017). Bianchi invokes the
representation of Person in the universe of discourse to postulate SAP and 3P projections.
However, discourse considerations may licence the presence of SAP projections, but not
necessarily of 3P. More to the point, if the justification for SAP projections is to be sought
in discourse factors one may predict differences between sentence types (e.g. indicative vs
subjunctive, Giorgi 2009) which are obviously irrelevant for PCC effects.
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clitic in the expression of the IA. Other clitics are Oblique (Obl), namely Datand
Loc(ative)/Inst(rumental). The clitic series is closed the Voice clitic se/si. Manzini
and Savoia (2017) propose that the order of the object clitics just listed reproduces
that of phrasal arguments once one abstracts from the rightward orientation of
the latter as opposed to the leftward orientation of clitics. Indeed there is a good
match between the order of clitics in (36a) and the leftward oriented order of
routinely assumed functional heads like those in (36b). The reverse order of Acc
and Dat clitics in French is discussed in section 5.3, example (45).

(36) a. Obl> EA > Obl > Acc/Part
b. [ApplP [VoiceP [ApplP [vP

Two different kinds of labelling are open for sequences like (36a). Un-
der the cartographic labelling each clitic is the head of a projection Appl or
Voice; alternatively all clitics added on top of v correspond to the addition
of an Appl or Voice elementary relator, but one which does not project, re-
sulting in a recursive vP label for the whole clitic field. We adopt the latter.

Recall that in most Romance languages, including French, Italian and
Romanian exemplified above, clitics are seen in the TP field of the sentence.
Now, according to Chomsky (2001: 37-38) “a substantial core of head-rais-
ing processes... may fall within the phonological component... Overt V-to-
T raising, T-to-C raising and N-to-D raising are phonological properties,
conditioned by the phonetically affixal character of the inflectional catego-
ries... Considerations of LF-uniformity might lead us to suspect that an LF-
interpretive process brings together D-N and C-T-V... to form wordlike LF
supercategories in all languages, not only those in which such processes are
visible”. The discussion just quoted falls short of a formal implementation.
Yet, the overall idea is clear, namely that lexical categories and their func-
tional spines form LF units which may be externalized at any of the positions
that the extended projection comprises. In this perspective, we may assume
that what applies to the C-T-v sequence applies to any heads adjoined to (a
member of) the sequence — so that in the Romance languages the verb is
pronounced in T and so are the clitics adjoined to vP. The v field is simply
pronounced at the next phase head up, namely T.

As for the leftward orientation of clitics, we do not adopt Kayne’s (1994)
LCA, but rather endorse Chomsky’s (2005:15) proposal that Merge yields
non-ordered couples (sets) of the type {X, Y}. At the same time, “one asym-
metry imposed by the phonetic interface is that the syntactic object derived
must be linearized... If linear order is restricted to the mapping to the pho-
netic interface, then it gives no reason to require the basic operation Merge
to depart from the simplest form ... unstructured Merge, forming a set”. In
this perspective there is nothing much to be said about the leftward orienta-
tion of clitics in (36a) since it is the normal orientation of heads, as in (36b).
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In short, (Romance) clitics are D heads first merged in vP adjoined po-
sition where they introduce either ¢ features matching those of v (Acc) or
functional specifications of v (Appl, Voice). Their ordering by dominance
relations is predicted on the basis of whatever orders the corresponding ver-
bal heads. Their linear ordering to the left is what is normally expected of
heads in Romance.

5.2. 1/2P clitic DOM

Manzini and Savoia (2014b, 2018a), while remarking on some of the
problems highlighted here in section 4 for current theories of the PCC, ar-
gue that the PCC should be discussed in the light of DOM, as applying to
1/2P referents. In this section we will briefly review the analysis of DOM we
adopt and then go to consider 1/2P vs 3P splits in the light of DOM.

Recent approaches to Romance DOM provide a theoretical framework
in which DOM objects are not just morphologically syncretic with obliques
(specifically datives), but are represented as obliques in the syntax. Torrego
(2010), Pineda (2014), working in an Appl framework, assign both goal da-
tives and DOM arguments to the Appl projection. Manzini and Franco
(2016) avoid the Appl projection, in that it does not seem to correspond to
the actual morphosyntactic organization of Indo-European languages. Rath-
er, the oblique/dative content is lexicalized by adpositions or case inflections.
In their terms, the Romance « ‘to’ preposition, or the Punjabi -zu% postposi-
tion, carry inclusion content in the sense of Belvin and den Dikken (1997),
as does the of/genitive preposition in DP contexts.

Following Kayne (1984) and much subsequent literature, in a goal da-
tive sentence such as He gave the book to them, a possession relation holds
between the dative (to them) and the theme of the ditransitive verb (the
book). The elementary 7o relator takes as its internal argument its sister DP,
them (the possessor) and as its external argument the sister to its projec-
tion, i.e. the theme of the verb, #he book (the possessee) yielding a posses-
sion relation between them. The syncretism of goal dative and of DOM,
is based on the fact that object DPs which are referentially highly ranked
require the elementary relator P introducing goals for their embedding, as
in (37). In Appl terminology, they must be introduced as Appl arguments,
no less than goals.

(37) DOM
[, --- ["(P/K) DP] ...Jwhere DP is highly ranked on the referential / D-scale
(where high ranking is subject to parametric variation)

The intuition is that in a Spanish example like (38a) the verb contra-
tar ‘hire’ can be paraphrased as ‘give/make a contract to/with’. In structure



40 LAURA BAFILE, M. RITA MANZINI

(38b), we adopt the standard minimalist assumption that transitive predi-
cates result from the incorporation of an elementary state/event V into a
transitivizing » layer. Within such a framework, in (38b) the two arguments
of a are its object DP una amiga ‘a friend’ and the result event contrato ‘con-
tract’, where ‘a friend’ includes/locates/possesses the ‘contract’ result. Under
(37), the sensitivity to the two layered v-V structure characterizes only highly
ranked referents. By contrast, indefinite/inanimate complements are embed-
ded as accusative themes.

(38) a. Han contratado  *(a) una amiga/Julia/mi amiga.
they.have hired (to) a friend/Julia/my friend
“They hired a friend/Julia/my friend’ Spanish (Torrego 2010)

b. [, v [, contratado [, a [, una amigal]]]

With this much background on DOM, let us then consider how it applies
to 1/2P clitics in Romance. Descriptively, 1/2P object clitics differ from 3P
ones with respect to their distribution (i.e. their position in the clitic string),
their morphological make-up (i.e. the presence vs. absence of gender and Case
distinctions) and their agreement properties (i.e. the presence or absence of
agreement with the perfect participle). We succinctly illustrate the case and
agreement peculiarities in (39). In Iralian, accusative 3P clitics have a different
form from dative clitics, cf. the contrast between /z in (39a) and /e in (39¢);
however 1/2P clitics have a single morphology (7 for 1P) for both contexts.
This may be treated as a syntactically irrelevant syncretism except that it cor-
responds to what are undoubtedly syntactically significant behaviours. Ac-
cusative 3P clitics obligatorily agree with the perfect participle, as in (39a) vs
(39b). On the other hand, datives do not agree, as in (39¢), independently of
whether they are 1/2P or 3P. In turn, 1/2P clitics corresponding to an inter-
nal argument can either agree with the perfect participle, as in (39a), or not
agree with it, as in (39b). (39b) is therefore the crucial example, showing the
contrast between 3P and 1/2P.

(39) a. Mi/la hanno chiamata

me.F/her they.have  called.k
“They called me/her’

b. Mi/*la hanno chiamato
me.F/her they.have  called.m
“They called me/her’

c. Mille hanno parlato/*parlata
to.me.F/her they.have  spoken.m/spoken.k
“They spoke to me/her’ Italian

Consider first case patterns, namely the fact that there is a single 1/2P
clitic for both direct objects (39a-b) and goal datives (39¢), as opposed to the
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different morphologies observed for 3P. Manzini and Savoia (2014a, 2018a)
argue that 1/2P clitics undergo DOM, which in present terms means that
they are obliques, consisting of a lexical base 7-/¢- and of a K dative inflec-
tion -7, as illustrated in (40).8

40) ... [,m] [i] [, chiamato/chiamata]

Let us then go on to consider agreement, provisionally accepting the
conclusion that 1/2P clitics undergo DOM. Arguably, the two logically pos-
sible agreement patterns for an oblique which is also an internal argument of
a verb are instantiated. Specifically, DOM elements may agree with perfect
participles, patterning with other internal arguments, as in (39a). Alterna-
tively, they may pattern with other obliques, for instance goal datives, in not
undergoing perfect participle agreement, as in (39b).

We follow Manzini and Franco (2019) in assuming that labelling is ul-
timately responsible for this double possibility. Specifically, we propose that
the K relator may either label the whole clitic, i.e. behave like a traditional
adposition, or not label it. In the latter case, the clitic is labelled by D, so that
the K relator behaves more like a traditional case/inflection. We further pro-
pose that a DOM object labelled as D will undergo Agree like a bare object
D(P). A DOM object labelled as K will not undergo Agree, like any KP/PP.
Thus the structure in (40) is to be refined as in (41). If PP projects, agreement
is not triggered, as in (41a). If DP projects, agreement is triggered, as in (41b)

@41) a. ... [ [,m] [(i]] [, chiamato]

b. ... [, [pm] [i] [, chiamata]

The double labelling possibility proposed for DOM arguments ultimately
derived from that proposed by much literature on so-called pseudo-partitives
(Pesetsky 1982). One non-obvious property of the labelling parameter is that
it affects structural obliques (DOM objects, pseudopartitive complements of
quantificational expressions), but not to inherent obliques. Thus, it does not
affect dative goals as opposed to DOM objects. In other words, only a struc-

8 In Italian, at least in the normative variety, DOM does not affect 1/2P full pronouns.
Thus lexical DPs and clitics are associate with slightly different case systems. The 1/2P vs 3P cut
is independently attested for full pronouns in Abruzzese varieties (Manzini and Savoia 2005).

It is also possible that the same language has DOM in both the clitic domain and the full ar-

gument domain, but not with the same cut on the referential hierarchy —as seems to be indicated
by some of the intrincate data concerning clitic doubling (leismo, loismo, etc.), cf. Manzini
(forthcoming, and references quoted there).

? The same alternation affects DOM objects in Indo-Aryan. In ergative alignments,
absolutive objects agree with the perfect participle; DOM objects agree in some languages,
while in others (e.g. Hindi) they don’t.
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ture like (42) is possible for goal datives in (39¢). We propose that labelling
by D as opposed to labelling by K is impossible with inherent obliques, be-
cause they need to project the K content as part of their inherent status, i.e.
as part of the fact that their P/K properties are selected by a verb. Hence, the
agreement parameter only affects structural obliques such as DOM and not
the same cases when they are inherent.'

42) ... [ [,m] [ ] [, parlato]

Other split behaviours of 1/2P vs 3P clitics in Romance, which can on-
ly be briefly mentioned here, are consistent with the conclusion that 1/2P
are obliques. Thus 3P accusative clitics follow all obliques in the clitic string
(e.g. Italian ce lo porta ‘He brings him/it there’). 1/2P clitics precede some
obliques, even when they are internal arguments (e.g. Italian mi ci porta ‘He
brings me there’), see Manzini and Savoia (2017). Even in acquisition, there
is a well attested pattern of omission opposing 3Acc clitics (more frequently
omitted) and 3Dat or 1/2P clitics, less frequently omitted (Guasti 2017: 299
and references quote there).

5.3 Core analysis of the PCC

The core configuration for the PCC is represented by Italian (43). The
1/2/3Dat - 3Acc combination is allowed and the *3Dat -1/2Acc combination
is excluded under both the strong and the weak PCC.

(43) a. Melo/ glielo/ *gli mi presentano
to.me him/ to.him-him/ to.him me  they.introduce
“They introduce me to him/him to me/him to him’ Italian
b. vP

/\
Obl(=1/2P) vP

me D vP
*m l /\
lo v

" E. Kiss (2013, 2017) highlights the relevance of Uralic languages, including Hungari-
an, for the theoretical debate on the PCC, also in connection with DOM. The lack of accusa-
tive case marking and the anti-agreement effects with 1/2P in Uralic are strikingly similar to
those observed for Italian 1/2P clitics. Barany (2017) applies the Cyclic Agree model of Bejar
and Rezac (2009) to the Hungarian facts; see E. Kiss (2017) for possible problems.



FROM PHONOLOGICAL RULES TO THE PERSON CASE CONSTRAINT 43

Let us begin with the wellformed combinations glielo (3Dat — 3Acc) and
me lo (1Dat - 3Acc). The D clitic /o merges with v(P); from its position, it is able
to Agree with v and hence satisty the Case Filter/Visibility. Either g/ or me can
then be associated with the Obl/Appl clitic position, interpreted as either a goal
orasa DOM. Consider however the illformed pattern *¢/i i (3Dat — 1Acc). The
1/2P clitic cannot be hosted by the direct case D clitic position for the simple
reason that it must undergo DOM, and therefore become associated with Obl.
If it is inserted under Obl it prevents a goal from doing so, leading to illformed-
ness, given the absence of other suitable host positions for the goal argument.

This proposal is essentially as put forth by Manzini and Savoia (2014b,
2018a). In a similar vein, E. Kiss takes it that “the ... constraint ... restrict-
ing the assignment of accusative case to 1st and 2nd person nominals, is
known cross-linguistically as the Person—Case Constraint”. Effectively, then,
we reduce the (apparently) global PCC to a local constraint. The insertion
of 1/2P creates conditions (namely DOM, or pairing with Obl) which put
severe restrictions on the subsequent build-up of the structure, essentially in
the way suggested by Georgi (2012). The crucial property of our account of
the PCC, which sets it apart from the family of accounts reviewed in sec-
tion 4, is that Minimality intervention on the Agree path plays no role in
blocking PCC configurations. Furthermore, the account that we sketch is
unlike the accounts reviewed in section 4 in not requiring any ad hoc prin-
ciples stating the special visibility needs of 1/2P, P-uniqueness or other. For,
the special status of 1/2P is taken care of directly by DOM.

Italian however is not a strong, but a weak PCC language, wherelDat >
2Acc or 2Dat > 1Acc are both licit. Though the surface order 7 # in (44a) is
obligated, either reading is possible. In Agree approaches the switch from strong
to weak PCC is signaled by a switch from Agree to Multiple Agree (Anagnosto-
poulou 2005) or from P-uniqueness to lack thereof (Pancheva and Zubizarreta
2017). We suggest that weak PCC languages have a dedicated 1P or 2P position
in addition to the Obl position used to far, along the lines of (44b).

(44) a. Miti/melo presenta
me you/me him he.introduces
‘He introduces me to you/you to me/me to him’

b. vP
/\
1P vP
mi /\
Obl vP
ti /\

D vP

lo /\

\%
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Preliminarily, we need to insure that the facts in (43) still follow. To
begin with, me lo ‘to me it is licit. A 3P internal argument is merged in D,
creating no interference with the 1/2P clitic. By contrast *mi gli ‘me to him’
is still excluded. The 1P internal argument merges with the DOM position
Obl blocking the 3P goal. Crucially, we need to assume that some principle
of minimal merge (Earliness) makes the additional 1P position unavailable.
Such a principle is not in any way construction specific or feature specific.
Simply it imposes to Merge in the first available position — and can possibly
be reduced to Minimal Search under the not unreasonable idea that selection
(here argument selection) is probing (Cecchetto and Donati 2015).

Consider next the licit i # combination in the reading ‘me to you’. Merger
of the 2P clitic as the internal argument of the verb leads to DOM and hence
association with Obl. The specialty of Italian in (44b) is that there is an extra
1P position where the goal 1P clitic can be merged, saving the configuration.
Furthermore, 7 #i can have not only the 1Dat - 2Acc interpretation but also
the reverse one, namely 1Acc - 2Dat. In order to understand this reading, we
need to take a small detour. Recall that according to Kayne (1984), Pesetsky
(1995), Harley (2002) and many others, ditransitive verbs embed a locative or
possession predication between the theme and the dative — to the effect that
the theme is possessed/located by the dative. In other words 7 gave a book to
Peter embeds a small clause [the book to Peter], where the accusative is the pos-
sessee and the dative is the possessor in a possession relation.

Manzini and Savoia (2017) suggest the account in (45) for French Je /ui ‘it/
him to him’, where the order of clitics illustrated for Italian (36) is reversed. In
(45), Acc/D is adjoined to Obl and the Obl constituent is attached to vP. The
adjunction in (45) is read like a small clause predication, namely the D clitic /e
is a possessee/located element, while the Obl clitic /ui is the possessor/locator.
The structure in (45) does not interfere with the strong PCC, since 1/2P refuse
association with D and require association with Obl, whatever the structure.

(45) vP
/\
Obl vP
/\ /\
D Obl D vP
le Iui T~

v

Something similar to (45) is formally possible for the i #i string of Ital-
ian, in the reading ‘me to you’. In (46), the extra 1P position is adjoined to
Obl allowing the reading where 1P is the possessee element of the Obl pred-
ication, i.e. the theme. The 2P element is read as the possessor, i.e. the da-
tive argument. The structure in (46) does not interfere with the strong PCC,
since any 1/2P internal argument homes in for Obl either by substitution of
by adjunction, locking a 3P Dat out of it.
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(46) vP
/\
Obl vP
/\ /\
1P Obl D vP
mi t T~

In short, the weak PCC in Italian depends on the availability of an extra 1P
position, which can further be deployed in one of two logically possible struc-
tural ways, namely (44) and (46). Since Catalan is like Italian but the order of
the string e m is reversed, we can assume that the extra position available in
Catalan is 2P. Other well-known facts also follow from the present approach.
Spanish differs from both Italian and Catalan in presenting DOM with 3P
clitics, in the so-called leisza dialects. As predicted under the present account,
these interact with 1/2P clitics exactly as any goal dative would, yielding in-
stances of the PCC, for instance in (47b) (Ormazabal and Romero 2007, 2013).

(47) a. Le lleve a tu hijo a casa
3DOM brought.I  toyourson to home
‘I brought your son home’
b. Te (*le) lleve (a) tu hijo a casa

toyou 3DOM  broughtl  toyourson tohome
‘I brought you your son home’

c. Te lo lleve a casa
to.you him brought.I to home
‘I brought you it/him home’

Before considering the Me-First PCC of Romanian, we take a brief de-
tour into some Balkan languages. As detailed by Manzini and Savoia (2014b,
2018a), Albanian and its dialects have a clitic system similar to that of Tralian.
3P singular clitics differentiate an accusative form /e/ from a dative form /i/.
In the 1/2P, there is a single form /ma/, /ta/. Therefore we analyze Albanian
as Italian, namely as presenting systematic DOM of 1/2P. In the (Geg Alba-
nian) variety of Shkodér, the co-occurrence of a 1/2P clitic with a 3P dative
or another 1/2P clitic is excluded (strong PCC), as in (48). The account of
the strong PCC given in (43) can be adopted for Albanian.

(48) a. *ai m i ka prezan'tu:
he me him has introduced
‘He has introduced me to him’
b. *m o ka prezan'tu:
me you he.has introduced

‘He has introduced me to you/you to me’ Shkodér (Geg Albanian)
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Greek also has the strong PCC as in (49). Evidently, we want to be able
to apply to Greek the same analysis adopted in the discussion surrounding
(43) for Romance. In turn this implies that 1/2P clitics undergo DOM and
are merged as Obl.

(49) a. *Tha su me sistisune
will to.you me introduce
“They will introduce me to you’
b. *Tha tu se stilune
will to.him you send
“They will send you to him’

However, Greek presents the not insignificant problem that the language
has distinct forms for 1/2P singular direct object (Acc) and 1/2P singular in-
direct objects (Dat), as seen in table (50).

(50) Acc (m./f-/n.) Obl (m./f-/n.)
Isg me mu
2sg se su
3sg to-n/ti-n/to tu/tis/tu
1pl mas
2pl sas
3pl tus/tes/ta tus/ta  Greek

Note that in (50), the 1/2P oblique forms mu/su ‘to/of me/you’ have a
clear morphological similarity to the 3P forms, specifically masculine/neuter
tu ‘to/of him/it’. On the contrary, the objective forms me/se ‘me/you’ lack the
distinctive -z morphology of 3P singular, e.g. ton/tin ‘him/her’, as well as any
nominal class (i.e. gender) inflection. Importantly the -z inflection charac-
terizes the accusative singular of all non-neuter lexical Ns as well as their Ds
and adjectival predicates. Therefore, 1/2P object clitics have a morphologi-
cal shape distinct from that of 3P clitics and lexical categories. As ever, two
routes of analysis are open to us. One is the traditional one, namely imputing
the 1/2P vs. 3P split to morphological quirks and external accidents, without
any significance or consequence for the grammar as a whole. We take the al-
ternative approach, namely that 1/2P me/se in (50) are morphologically dif-
ferent from 3P ron/tin because they are exponents of DOM case rather than
Acc case. In other words, the conceptual prominence of 1/2P translates into
a DOM syntactic treatment. The externalization component simply records
this differential treatment in a transparent fashion.

Now, if the construal of DOM in section 5.1 is correct, DOM is a form
of obliquization. In other words, the essence of DOM is that a highly ranked
referent cannot be embedded as a theme, but must be raised to a possessor/
locator/experiencer position. Therefore, independently of syncretism, expo-
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nents of DOM are lodged in the same slot as inherent Obl in the sentence
tree. As a specific instance of this, 1/2P clitics can never be merged in the
same D position as 3P objects, but must be merged in the same Obl posi-
tion as inherent goals. This creates configurations of the type in (51), which
yield the strong PCC in Greek in exactly the same way as discussed for (43)
— namely, first merging a 1/2P element in Obl (=DOM) prevents any inher-
ent goal from doing so.

(51) vP

/\
Obl=DOM vP
mulsultu "~

melse D vP

*melse " ~__

v

Finally, consider Romanian, where the PCC takes neither the strong not
the weak shape but the Me-First shape. In essence, the data reproduced at
the beginning of section 5 include any combination except *3Dat>1Acc and
*2Dat>1Acc. The obvious conclusion seems to us to be that Romanian is a
language where the PCC isolates 1P as opposed to 2/3P. The relevant struc-
ture is then as in (52), to be read as follows: any (i.e. 1/2/3P) Dat element can
combine with e in Acc position (and of course with a 3P clitic) but not with
me. We may assume that this is a language where 1P is targeted by DOM; as
such it cannot be inserted under D, but targets Obl. Thus combinations Dat
- 1P are excluded, while other logically possible combinations are allowed.

(52) vP

/\
Obl vP

ihimi "~
D vP
*me /\ )

te v

6. Conclusions

In sections 2-3 we have addressed binary features in the Hallean tradi-
tion, both in phonology and in morphology. In order to keep the discussion
manageable we have focused on two specific case studies, namely vocalic fea-
tures in phonology and person features in morphology. We have argued that
the relative formal richness of bivalent features (as opposed to monovalent
ones) does not have obvious empirical advantages — rather the reverse may be
argued to be true. Specifically, under monovalent feature systems, the vocalic
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triangle /i/, /a/, /u/ or the person referents Speaker (1P), Hearer (2P), Defi-
nite/Demonstrative (3P) can be treated as atomic — a treatment that has no
possible counterpart under binary feature systems. We have seen that, being
formally more complex, binary systems are prone to formal issues that do not
touch monovalent systems, concerning for instance the interpretation of two
positively specified and contradictory properties. We have found in Person
feature repertories the same formal and substantive issues as in phonologi-
cal ones. In essence, binary notation adds richness, creating potential formal
problems and conceptual ones (e.g. the non-primitive status of 1P). The par-
allelism between binarism in phonology and morphology further shows that
the issues we have raised are inherent to binarism and not simply accidental
to one or other of its applications.

In section 2, we have considered vowel inventories defined on the basis
of monovalent and bivalent features and their interaction with phonological
computation/representations. Morphological inventories, such as those con-
cerning Person in section 3, ultimately interact with syntactic computation.
Therefore, sections 4-5 are devoted to the interaction of Person features with
DOM, construed as a form of obliquization, and with the PCC. Our idea is
that the latter does not involve Minimality. Rather 1/2P subject to DOM,
hence to obliquization, merge in the Obl (Appl) position of the verbal spine,
blocking merger of inherent obliques (dative goals) in the same position.
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Abstract:

This article addresses a classical phenomenon of Differential Subject
Marking, i.e. the selection of auxiliary in the perfect in relation to
person in some Central and Southern Italian dialects. In these sys-
tems be/ have as auxiliaries alternate according to person and, par-
tially, to active, non-active or passive voice. The attested patterns vary
but a tendency emerges whereby 3 person requires have, while 1+/2¢
person require be. In the passive be is associated to all persons. We
aim at describing the main types of the auxiliary patterns and pro-
posing an analysis of the morpho-syntactic mechanism underlying
the distribution of be and have. We connect the be/have alternation
with the syntactic representation of the event and its relation with
the distinction between deictic import of 1°/2™ person and the argu-
mental reading of 3" person elements. A core point of our discussion
is the sandhi process of Raddoppiamento Fonosintattico in auxiliary
contexts that the recent literature considers a cue of the syntactic dif-
ference between passive and active voice. Finally, a comparison with
the Piedmontese systems selecting be as auxiliary regardless of the
verbal voice is proposed as far as they can provide further elements
for deepening the syntactic nature of auxiliary selection.

Keywords: Auxiliary selection, Differential Subject Marking, Distri-
bution of OCls, Phases, Phono-syntactic Phenomena

1. Introduction

The main issue addressed by this work is the auxiliary selection and the
phenomenon of Differential Person Marking (DPM) in the perfect in Cen-
tral and Southern Italian dialects, where be and have alternate according
to person and, partially, to active, non-active or passive voice (Rohlfs 1969
[1954]; Giammarco 1973; Kayne 1993; Cocchi 1995; Manzini and Savoia
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2005, 2011; Ledgeway 2009; D’Alessandro and Roberts 2010; D’Alessandro
and Scheer 2015). A person split emerges that separates 3™ person from the
deictic persons, 1*and 2™, in active (transitive, unergative) and in non-active
(N-A), namely unaccusative and reflexive. A widespread pattern associates
HABERE ‘have’ (H) to the 3" person and £ssz ‘be’ (E) to 1 and 2" persons.
In some dialects unaccusatives and reflexives select e in the 3™ person. The
passive extends be to all persons. Moreover, there are Central varieties where
in addition to the person split between be and have, a complementary dif-
ference emerges in the occurrence of the OCls, because OCls precede have
but may follow be. This distribution recalls the one attested in Piedmontese
dialects that extend e to all verbal forms, in alternation with Aave in actives.
In these systems have requires a duplication of the OCI in pre-verbal posi-
tion, confirming the hypothesis that save and be involve different morpho-
syntactic structures.

DPM and the other phenomena explored may be connected to the dif-
ferent properties of have and be as lexicalizations of T/v and to the nature
of the past participle in Romance varieties. A look to a significant sample of
dialects showing the alternation between be and have according to person
and to the contrast between active and non-active voice, highlights a strong
micro-variation involving syntactic, morpho-phonological and interpretive
properties.! Among the other factors that we will consider, the occurrence
of Raddoppiamento Fonosintattico* between auxiliary and participle will be
tested as a possible clue of the structural status of the auxiliary (D’Alessandro
and Scheer 2015).

The article is organized as follows: Sections 2. 7he patternsEEH E E H
and E E HIE E E H, 2.1. The pattern E E H/E H H H with morpho-phonologically

" A consistent part of the material discussed and analysed in this work comes from
Manzini and Savoia (2005). However, all data have been reviewed and completed on the
basis of the original material transcribed during the previous field investigations or by
means of new recent investigations, as in the case of Torricella Peligna, Guardiaregia,
Monteroduni, Secinaro and San Giorgio del Sannio. Moreover, there are systems illus-
trated and discussed here for the first time, as the ones of Monte Giberto, Gravina, Corato
and Morano.

2 Raddoppiamento Fonosintattico is a sandhi process, whereby the initial consonant
of a word geminates depending on the prosodic or lexical properties of the preceding word.
It characterizes Central and Southern Italian dialects, although with differences as to the
set of lexical triggers (Rohlfs 1966 [1949]; Loporcaro 1988, 1997). In the dialects that we
examine in this work, RF is triggered by a set of monosyllabic words, such as zre ‘three’, 2
‘to, at, etc. RF is generally induced by the forms of be, (j)e ‘(s)he is’, so ‘T am’, s ‘you are’, su
‘they are’. Other monosyllables, such as 2 ‘(s)he has’, present a more variable behaviour. We
remind that 5o, si/fe, semo/femo, sete/fete are the 1%sG, 2"sG, 1 pL and 2™ pL of be, while 4, a0
are the 3* person forms, singular and plural, of Aave. In the examples, we have: F=Feminine,
M=Masculine, N=Neuter, sG=singular, pL=plural, Refl=reflexive clitic.
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driven alternation in 3 singular, 2.2. Partial overlapping between be and have,
2.3. Enclisis on be, 3. Piedmontese dialects with be, illustrate a complex of data
coming from different dialects and showing different auxiliary paradigms. A
first discussion of specific points concerning the distribution of the auxiliaries
is introduced. Sections 4. Auxiliary and participle, 4.1. Auxiliary patterns and
person split, 4.2. Enclisis on be and other phenomena, 4.3. Unexpected occur-
rences: be in the 3¢ and have in the 2", 4.4. Coincidence between be and have
and incorporation of the 3 person OCl, address the main structural properties
of the auxiliary-participle constructions, on the base of the relevant current
literature. Specifically, we discuss the internal structure of participles and its
interpretive properties and the morphosyntactic properties of the auxiliary
structures. We also make some proposals as regards the mechanism of selec-
tion between be and have and its relation with person split. Finally, Sections
5. Phases and RF and 5.1. Phases, RF and agreement of the participle are de-
voted to discuss the notion of Phase in relation to the structural properties
of actives, unaccustaives and passives/copular sentences.

2. The patterns EEHEEH and EEHEEE H

The pattern E E H E E H, illustrated in (1) for the dialect of Sonnino
(Lazio),? is characterized by an uniform distribution of the auxiliaries in the
perfect in all verbal classes and the event types (active, non-active and reflex-
ive), except in passive, where be occurs, as in (1b). The auxiliary is indicated
by E (be), or H (have) in conjunction with each person and, in the case of
the monosyllabic forms, the presence / absence of RF is specified. We intro-
duce the glosses only where it is necessary for the sake of clarity. (1a) illus-
trates the active forms, (1a) the non-active forms, (1b) the passive forms, and,
when present, (1b") the copular contexts. It is of note that the indication +/
RF will be inserted only in relevant contexts, specifically the monosyllabic
forms of be and have.

(1) a. active

l-o/ l-a s llavat-o/llavat-a E +RF
it-N/FsG  be.l¥sG washed-msG/FsG

l-o/ l-a si llavat-o/ lavat-a E +RF
itN/FsG  be.2"sG washed-MsG/FsG

| a lavat-o/lavat-a H -RF
it-N/FsG ~ have.3"sg washed-MsG/FsG

l-o/ l-a semo lavat-o/lavat-a E

it-N/Fsc  be.l*pL washed-MsG/FsG

3 This pattern coincides with the one discussed for Arielli (Abruzzo) in D’Alessandro

and Scheer (2015; cf. below).
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l-o/ l-a sete lavat-o/lavat-a
it-N/FsG  be.2™pL washed-MsG/Fsa
1 ao lavat-o/lavat-a
itN/FsG  have.3"pL washed-MsG/FsG

‘T have washed it/ her, you have washed it/ her, etc.

$9 ppatlat-o
be.l"*sc  spoken
si ppatlat-o
a patlat-o
semo parlat-o
sete parlat-o
a opa'lat-o

‘T have spoken, you have spoken, etc.’

a. non-active

O mmenut-o/mmenut-a
be.l*sc  come-MSG/FSG

si mmenut-o/mmenut-a
a menut-o/ menut-a
semo mmenut-e

sete menut-e

ao menut-e

. ,
I have come, you have come, etc.

me s llavat-o

me be.l*sc  washed-MsG
te si llavat-o

s a lavat-o

tfe semo lavat-e

ve sete lavat-e m

s ao lavat-e

‘T have washed myself, you have washed yourself, etc’

b. passive and copular contexts

€ ccamat-o da tutee
be.3"s¢  called-msg by all-pl
‘he is called by everyone’

E

H

E

s THmMHTE W Tt T b

Tt T

+RF

+RF

+RF

+RF

+RF

+RF

+RF

Sonnino

In other varieties the pattern E E H E E H is restricted to transitive
and unergative forms, alternating with a pattern extending be to all per-
sons in non-active forms, unaccusatives and reflexives, in addition natural-
ly to the passive. So, in this type of systems, the selection according to the



eventive class of the verb overlaps the one based on the person split. This
pattern is exemplified in (2) for Torricella Peligna (Abruzzo) and in (3) for
Monte Giberto (Southern Marche). (2a,a") and (3a,a’) illustrate active and
non-active/ passive forms respectively. (2b,b") and (3b, b') illustrates pas-
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sive and copular clauses.

(2) a. active

lo ) cama:t-9
him  be.l¥sG called-INFL
I Ji cama:t-o
him  be.2"sG called-INFL
l a cama:t-2
him  have.34 called-INFL
lo sema cama:t-9
him  be.l*pL called-INFL
la seto cama:t-2
him  be.2"pL called-INFL
1 a (nomo) cama:t-2

him  have.
‘I have called him, you have called him, etc.’

)
be.1* s
Ti

a

sema
be.l*p]
setd

a (nomo)

; ,
I have eaten, you have eaten, etc.

a. non-active
o)

be.l*sG

Ji

be.2"sG

e
be.34
semo
be.l*pL
seto
be.2mpL

e
be.3

‘I have come, you have come, etc’

34 pr  called-INFL

manna:t-9
eaten.SG-INFL
ma:t-2
manna:t-o
manniat-9
eaten.PL-INFL
manniat-2
manniot-9

moneut-9
COome-INFL
moaneut-2
Ccome-INFL
mmoaneut-9
come-INFL
moneut-9
Come-INFL
moaneut-9
Come-INFL
mmoaneut-9
Ccome-INFL

E

H

E

(T

T

+RF
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mo so arrava:t-o
me be.1¥sG washed.sG-INFL
&) Ji arrava:t-a
s e arrava:t-2

‘T have washed myself, you have washed yourself, etc.

passive and copular contexts

e kkurioat-o dalu medoko E
be.3 cured.pL-INFL by the doctor
‘they are cured by the doctor’

3 kkondend-u/ kkondend-a E
be.I"sc glad-msc/Fsc

Ji kondend-u / kondend-a E
be.2"sc  glad-msc/EsG

£ kkondend-u E
be.3"sg glad- MsG

€ kkondend-i E
be.3"pL glad-mpL

active

3 vvift-o frat-u-t-u E
be.1*sc seen.NsG  your brother-mMsG-2"-msG
Ji vift-o E
be.2"sG seen.NsG

a vift-o H
have.3"sG  seen.NsG

Jemo vift-o E
be.l*pL. seen.NsG

Jete vift-o E
be.2"pL seen.NSG

a vift-o H

have.3"pL  seen.NsG

E

E
E

+RF

+RF
-RF
+RF
+RF

Torricella Peligna

+RF

‘I have seen your brother, you have seen your brother, etc.

$0 ddurmit-o
be.1*sG slept-msG
Ji durmit-o
a durmit-o
Jemo durmit-o
Jete durmit-o
a durmit-o

‘T have slept, you have slept, etc’

non-active
) vvinut-u/-a
be.l*sG  come-MSG/FSG

E

Tt T

+RF

-RF
-RF

+RF



you be.2™pL

€
Refl be.34
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Ji vinut-u/a

be.2"sc  come-MSG/FsG

€ vvinut-u/a

be.3 come-MSG/FSG

femo vinut-i/-e

be.l*PL  come-MSG/FPL

Jete vinut-i/-e

be.2"pL  come-MPL/FPL

€ vvinut-i/-e

be.3" come-MPL/FPL

‘I have come, you have come, etc’
me  $O mmist-u/-a
me  bel*sg put-MsG/ESG
te Ji mist-u/-a
you be.2"sc put-MsG/FsG
s € mmist-u/-a
Rifl be.3* put-MsG/FsG
tfe  femo mist-i/-e

us  be.l"prL put-MPL/-FPL
ve  Jete mist-i/-e

put-MPL/-FPL
mmist-u/-a
put-MPL/-FPL

sse'de
to sit
a sse'de
to sit
a sse'de
to sit
a sse'de
to sit
a sse'de
to sit
a sse'de
to sit

‘T have sit down, you have sit down, etc.’

. passive and copular contexts

fi

be.2"sc

€
be.3w
€

be.3"

kondend-u / kondend-a

glad-msc/FsG
kkondend-u
glad- Msc
kkondend-i

glad-mpL

de tutti
by everyone
Je tutti
by everyone
de tutti
by everyone
de tucti
by everyone

E

E

E

io s ccamat-u/-a

I be.l"sc called-msG/FsG

tu i camat-u/-a

you be2™s called-msc/esG

iss-u € ccamat-u

he  be.3" called-msG/rsG

lor-o ¢ ccamat-i

they be.3" called-mprL

‘T am called by everyone, you are called by everyone, etc.
) kkondend-u/ kkondend-a

be.l*s¢  glad-msc/EsG

E

E

E
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+RF

+RF

+RF

+RF

+RF

+RF

+RF
+RF
+RF
+RF

Monte Giberto



62 BENEDETTA BALDI, LEONARDO M. SAVOIA

Other varieties, for instance the one of Guardiaregia (Molise) in (4), ad-
mit both e and have in the 1+ singular and in the 1%, 2 and 3" plural. In
the 3" singular the form a of have occurs in active and je of be in non-actives.
In all paradigms, including passive and copular contexts, the 2™ singular is
lexicalized by si, i.e. the form of be, that triggers RF. It is of note that the
3 plural of be admits two possible realizations, i.e. so and sonna, the first of

which triggers RF.

(4) a. active

ru singo/ejo camat-9 E/H

him be/have.1®sc  called.INFL

ru si ccamat-9 E +RF
him be.2"sG called.INFL

r a camat-o H -RF
him have.3% called.INFL

ru sema/(av)Jemo  camat-o E/H

him be/have.l®pL  called.INFL

ru seta/ (av)eta camat-2 E/H

him be/have.2™pL  called.INFL

ru so-nnd /a-nno  camat-a/ru so ccamat-9 E/H (+RF)

him be/have.3"pL  called.iNFL
‘I have called him, you have called him, etc.’

singoa/ejo durmut-s E/H

be/have.1%sG slept.INFL

si ddurmut-o E +RF
a durmut-o H -RF
semoa/etd durmut-o E/H

seto/eto Jurmut-o E/H

anna durmut-2 / so ddurmit-o  E/H (+RF)

‘T have slept, you have slept, etc’

a'. non-active

singo/ €jo monut-a E/H
be/have.1¥sG come-INFL

si mmonut-2 E +RF
be.2"sG come-INFL

je mmonut-9 E +RF
be.3"sc come-INFL

semo/emad monut-o E/H
be/have.1¥pL come-INFL

seto/eta monut-2 E/H
be/have.2™pL come-INFL

so-nna/ a-nno monut-o / sommonut-9 E/H
be/have.3"pL come-INFL

‘T have come, you have come, etc’
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mo  singo/ejo lavat-o

me  be/have.l*sc washed-INFL

to si llavat-2

ts € llavat-2

tso semoa/emo lavat-o

Vo seto/eto lavat-o

tso so-nna/anno lavat-o /tsa so llavato

‘I have washed myself, you have washed yourself, etc.’

b. sings camat-s da tutts
be.l*s¢  called-iNnFL by everyone
si ccamat-9 da tutto
je ccamat-o da tutto
sema camat-2 da tutto
setd camat-2 da tutto
$0-nnd camat-a/ so ccamat-o

E

E
E
E/H
E/H
E/H

E

ot

‘I am called by everyone, you are called by everyone, etc.’

b'.si kkurt-a
be.2™sGc  short-INFL
je kkurt-o/kkort-a
be.3sG short.M-INFL/short-F-sG
o kkurt-o/kkort-o

be.3*pL  short.M-INFL/short.F-INFL
‘you are short, (s)he is short, they are short’

E

E

E
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+RF
+RF

(+RF)

+RF
+RF

+RF
+RF

+RF

Guardiaregia

An apparently specular distribution of auxiliaries (H H E H H H) char-
acterizes the dialect of San Giorgio del Sannio in (5a,2).

(5) a. active
addza camat-o/-a/-i/-e
(him/her/ them)have.1¥sGc  called-msG/FsG/mpL/FPL
‘T have called him/ her/ them’

m € camat-o
me  have.2"sG called-msc
‘you have called me’

m € ccamat-o
m be.3"sG called-msG
‘(s)he has called me’

addza rurmut-o
have.1*sG slept-Msa
€ rurmut-o
have.2"sG slept-msG

€ ddurmut-o

H
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be.3"sg slept-MsG
‘I have slept, you have slept, etc’

a'. non active

addza vinut-o H
€ vinut-o H -RF
€ vvinut-o E +RF
‘T have, you have, (s)he has come’

b. passive and copular contexts
so/ sile ccamat-oa tuttd kwanto
‘Tam/ you are/ he is called by everyone’

b'. so/si/e ttfuott-o E +RF

‘Tam/you are/he is fat
San Giorgio del Sannio

The 34 person form ¢ triggers RF in transitives, unaccusative, copular
sentences (5a, a', b). In these varieties, just as the Calabrian ones in (8)-(9)
below, the 3" person OCI is lexicalized through the specialized a- base of
the auxiliary.

2.1 The pattern E E HIE H H H with morpho-phonologically driven alternation
in 3" singular

Central Apulian dialects are characterized by the alternation between
two auxiliary forms in the 3" singular on the basis of the initial segment of
the following participle. In the dialect of Corato in (6), e ‘is” occurs before
initial consonant and av(3) ‘has’ before initial vowel, in (6a"), irrespective
of the eventive class of the verb. Differently from the dialects in (1), plural
persons select the auxiliary Aave. In the passive and copular clauses only the
forms of be occur, independently of the initial segment of the participle. In
the system of Gravina in (7) the 1 singular has the form so of be, optionally
triggering RF, or a2 (not a trigger of RF) of have; the 2™ singular requires
the form a of have, that does not trigger RF. The 3" singular e triggers RF, as
in (6a,a’), while in passive and copular contexts it does not. (6b") illustrates
the paradigm of have in the deontic contexts, where the 3* singular person
shows the form v, i.e. the same form occurring in (6a"), so supporting the
identification of @v with a form of have. In the system of Gravina the 3 sin-
gular person has the root vowel e- in all contexts, so differentiating from the
system of Corato, where in pre-vocalic contexts the form av, ascribable to
have, occurs. Finally, in Gravina dialect the 2™ singular is lexicalized by the
form a of have.



(6) a.

active
u/l-a
him/her
u/l-a
him/her
u/l
him/her
u/l
him/her
u/ l-a
him/her
u/l
him/her

‘I have called him, you have called him, etc.

$o
be.1%sG
%)

€

amo
avito
auno

AUXILIARY SELECTION IN ITALTAN DIALECTS

s
be.l*sG

s
be.2"sG

e

be.3"sc
amo
have.1¥pL
avito
have.2"pL
au-no
have->"pL

ddormu:t-2
slept-INFL
ddormu:t-2
ddormu:t-o
dormu:t-o
dormu:t-o
dormu:t-o

ccama:t-o
called-INFL
ccama:t-o
called-INFL
ccama:t-o
called-INFL
cama:t-2
called-iNFL
cama:t-2
called-INFL
cama:t-2
called-INFL

‘I have slept, you have slept, etc’

non-active
%)

be.l*sG

E)

e

amo

avito

aund

mmonu:t-9
COome-INFL
mmoanu:t-9
mmonu:t-9
manu:t-9
moanu:t-9
monu:t-9

‘I have come, you have come, etc

mo
me
]

N

n

v

N

s
be.1sG
i
€
amo
avito
auno

llava:t-2
washed-INFL
llava:t-o
llava:t-o
lava:t-o
lava:t-o
lava:t-2

t esjarpanic i N € TTITEm  m Iz T T ™=

T T T o

‘I have washed myself, you have washed yourself, etc’

initial vowel
u
him

sok
be.l*sG

acca:t-9

found

&5

+RF

+RF

+RF

+RF

+RF
+RF

+RF

+RF
+RF

+RF

+RF
+RF

65
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u si(ndo)
u av

u amo

u avito

u auno

acca:t-9
acca:t-9
acca:t-9
acca:t-9
acca:t-9

‘I have found him, you have found him, etc.

sok affannu:t-o
be.l*sc  gone down -INFL
si(ndo) affonnu:t-2

av affonnu:t-2

amo affonnu:t-o

avito affonnu:t-o

auns monu:t-o

‘I have gone down, you have gone down, etc

mo $9

me be.1stsg
to si(ndo)
s av

n amo

v avita

s auns

kassi:s-o
sit down
assi:s-o
assi:s-o
assi:s-o
assi:s-o
assi:s-o

‘T have sit down, you have sit down, etc.’

b. passive and copular contexts

soko VISt-2 da totto
be.l*sc  seen-INFL by everyone
sinda VISt-0 da totto
e VISt-2 da tutto
simo VISt-2 da tutto
sito VISt-9 da totto
sondo VISt-9 da totto
b'. so kkundend-a/ soks 1lto
be.1%sG content/ be.Istsg tall
€ kkundendas / 1lto
be.3"sG content / tall
b".u ay a fa
it have.l*sc  to do
u a da fa
u av a fa
u aun a fa

‘T have to do it, etc.

e

g3}

3! esliesNesNesNes! !

¢3!

anfianiiavian

T T T T T T

T T T

+RF

Corato



(7) a.
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active

u s (c)camoait-2 E
him be.1*sG called-INFL

l a camoit-o H
him/her  be.2"sg called-INFL

l € ccamoit-o E
him/ her be.3"sc called-INFL

l amo camoit-2 H
him/her  have.l*pL called-INFL

1 avito camoit-2 H
him/her  have.2"pL called-INFL

l a-nno/av-onno camoit-9 H
him/her  have-3%pL called-iNFL

‘I have called him, you have called him, etc.

o (d)dormout-2 E
be.1¥sG slept-INFL
a dormout-2 H
(e ddarmout-2 E
amo dormout-2 H
avito dormout-2 H
a-nna/av-onna dormout-2 H
‘I have slept, you have slept, etc’
non-active
aggolso vonout-9 E
have/be.1*sG come-INFL
a vonout-a H
(j)e vvonout-o E
amo vanout-2 H
avito vonout-9 H
anna/av-onng vonout-o H
‘I have come, you have come, etc’
mo  ayo/so lavoit-o E
t a lavoit-o H
s € llavoit-o E
n amo lavoit-o H
v avito lavait-o H
s a-nno/av-onna lavoit-o H
‘I have washed myself, you have washed yourself, etc”
. initial vowel
u $0 apirt-o E
it be.1"sG open.MsG

| a apirt-o H

67

+/-RF

+RF

+/-RF

-RF
+RF

+/-RF

-RF
+RF

+/-RF
-RF
+RF



68 BENEDETTA BALDI, LEONARDO M. SAVOIA

it have.2"sG open.MsG
1 ev apirt-o H/E
it have.3"sg open.MsG

‘I have open it, you have open it, etc’

mo %) asseis-o E
me be.1*sG sit down-INFL

t a asseis-o H
s ev asseis-o E

I have sit dow, you have sit down, etc’

W) assout-o E
be.l*sc  gone out

a assout-o H
(ev assout-9 H/E

‘T have gone out, you have gone out, etc.

b.  passive and copular occurrences

$3 camoit-o da totte E +/-RF
be.l*sG  called-iNFL by everyone
si ccamoit-9 da totte E -RF
be.1’"sG called-INFL by everyone
(j)e ccamoit-2 da totto E +RF
be.3"sc called-INFL by everyone

‘I am called by everyone, you are called by everyone, etc.’

b". so ggruassa E +/-RF
be.l"sc  big
si gruosso E -RF
je ggruasso E+RF
‘I am big, you are big, etc’
je aperto
be.3"sc open.r
‘it is open’

b 1 ag a ffe
I ad a fe
l av a ffe
T have to do it, etc.

anfavgan

Gravina

We may wonder what the status of the 3" person ¢/ is in these systems.
A first issue is whether it is correctly identified with a form of be or need be
treated as a different syntactic object. At least in a part of the relevant dia-
lects, in copular contexts this form preferably presents an initial glide ;. Since
7 is admitted also in the 3* person of the auxiliary, and, moreover, not all
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dialects have this alternant, for example Corato, where ¢ occurs in copular
and other contexts, we keep assigning this 3* person form to be. In Corato
system, e alternates with av, that is quite rightly a form of have as shown by
its occurrence in deontic modal structures, in (6b"). Consequently, we must
conclude that 3" singular person admits both be and have.

A different distribution holds in the system of Gravina, where before
participles with an initial vowel the form ev occurs, distinct from the 3 sin-
gular person of have, occurring in deontic structures as in (7b"). This sug-
gests that e/ev are two alternants of the 3™ person of be. However, the form
ev occurs only in auxiliary contexts and not in copular ones; in other words,
ev is specialized for the auxiliary context. Obviously, this could suggest that
elev belongs to the paradigm of have. Since no phonological change of z to
e is working in this dialects, this solution would be based only on simplicity
or uniformity reasons.

2.2 Partial overlapping between be and have

In some Northern (Pollino) Calabrian dialects, Morano in (8) and Sara-
cena in (9), the auxiliary of actives incorporates the 3™ person OCl by select-
ing an alternant with the root vowel 4-, in (8b') and (9b"), contrasting with
the root vowel e- occurring in the other contexts, in (8a,b,c,d) and (9a,b,c,d)
(cf. Lausberg 1939, Manzini and Savoia 2005, Savoia and Manzini 2010).
The incorporation of the OCI by the auxiliary generally entails also a small
lengthening of the vowel. The a- forms lexicalize the 3™ person object clitic,
regardless of gender and number. If the clitic is independently lexicalized, the
base - occurs, as in the case of 1 and 2™ person OCls or in negative con-
texts, where the negation requires a separate realization also of the 3™ person
OCL, as in (8b). If we concentrate on the 3 singular, we note that it is a(})
when it absorbs the object clitic so introducing the interpretation ‘him/her/
it/them.have.3", differently, it is & unaccusatives and reflexives accept the
a- base ayyu/aya in the 1° singular. Unaccusatives and reflexives admit both
be and have in the plural, as illustrated in (8c) and (9¢). In Saracena, the al-
ternation between be and have characterizes also the 2™ singular: RF is trig-
gered by the be forms, in (9¢). The exponent € of 3" singular, coinciding with
the 3" singular of be, may be augmented by an element j-, which in copular
and sentence initial contexts is nearly systematically present.

(8) a. active

ejyu rurmut-u H

have.1¥sG slept

€ rurmut-u H -RF
have.2"sG slept

€ ddurmut-u E +RF
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be.3"sg slept
emu rurmut-u
have.1*pL slept
avitisi rurmut-u
have.2"pL slept
e-nu rurmut-u
have.3"pL slept

T have slept, you have slep, etc.

b. t £JJu vist-u H
you have.l*sG seen-MsG
‘T have seen you’
ggyu/agyu vistu a ffrat-ta H -RF
have.1* sG seen to your brother
‘I have seen your brother’
nu Il e vist-u H -RF
not him have.2"sG seen-MsG
‘you did not see him’
t € bbist-u E +RF

you have.3sc  seen-msG
‘(s)he has seen you’

t e-mu vist-u H
you have.1pL seen-MsG

‘we have seen you’

m  avi-toso vist-u H
me have-2?! seen-MsG

‘you have seen me’

m  e-nu vist-u H
me have-3rL seen-MsG

‘I have seen you, tc.

b’ a:yu vist-u/a H
(him/her)have.l** sG seen-MsG/FsG
‘T have seen him/ her’
a: vist-u H -RF
(him)have.2™ sc  seen-msG
‘you have seen him’

a: bbist-u H +RF
(him)have.3"sc seen-MsG
‘(s)he has seen him’

a:mu vist-u H
(him)have.r* pL seen-MsG

‘we have seen him’

a:nu vist-u H

(him)haves“rL  seen-MsG
‘they have seen him’
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C. non-active

gjyu vinut-u H

have.1¥ s come-MSG

‘T have come’

si bbinut-u E +RF
be.2" sG come-MSG

‘ ,
you have come

je bbanut-u E +RF
be.3" s come-MSG

‘(s)he has come’

sumu/sitoso vinut-i E

be.1* pL/2d pL come-PL

< b
we/ you have come

su bbinut-i E +RF
be.3" pL come-PL
‘they have come’

m  ggu lave:t-u H

me  have.l*sg washed-MsG

‘I have washed myself’

t € lave:t-u H -RF
you have.2" s washed-mMsG

‘you have washed yourself’

s € llave:t-u E +RF
RirL be.3" s washed-msG

‘(s)he has washed him/herself’

d. passive and copular
idd-u je vvist-u a tutti E +RF
he-msa be.3sGc  seen-mMsc  byall
‘he is seen by everyone’

si/je g'gavut-u E +RF

be 2 sG/3" s tall-msc

‘you are/ he is tall’

Morano

(9) a. active

gy30/agzo dormut-o

have.1%sG slept

ei dormut-o H -RF

have.2"sg slept

€ ddormut-o E +RF

be.3"sg slept
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emo
have.1¥pL
adds
have.2™pL
ena/ang
have.3"pL

dormut-o
slept
dormut-o
slept
dormut-o

slept

‘I have slept, you have slept, etc’

b. t gjyu
you have.1sG
‘I have called you’
elje ccame:t-o

be.3"sG called-INFL

came:t-9 H
clalled-INFL

frato-mo E
brother-my

‘(s)he has called my brother’

b'.a:y0
(him/her)have.1*sG

came:t-2 H
seem-INFL

‘(s)he has called him/ her/them’

C. non-active

£330

have.1* s

‘T have come’

el

si

have/ be.2" sg
‘you have come’
je

be.3"sG
‘(s)he has come’
amo/adda
have.1* pL/2" pL
‘we/ you have come’

su
€no

be/have 3 pL

‘they have come’

m 39

me have.1* sg

‘I have washed myself’
t ei

you have.2" s

vinut-2 H
come-INFL
vino:t-o H
vvinut-a E
come-INFL
vvinut-a E
come-INFL
vinut-o H
come-INFL
vvinut-a E
vinut-2 H
come-INFL
lave:t-o H

washed-INFL

lave:t-o H
washed-INFL

‘you have washed yourself’

€

S
Rifl be.3" s

llave:t-2 E
washed-INFL

‘(s)he has washed him/herself’

+RF

-RF
+RF

+RF

+RF
-RF

+RF
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n £:mo lave:t-o H
us have.1lst pL washed-INFL

‘we have washed ourselves’

v addo lave:t-o H
you have.2™ pL washed-INFL

‘you have washed yourselves’

s £:n0 lave:t-o H
Rifl have.3" pL washed-INFL

‘they have washed themselves’

d. passive and copular contexts
sunne came:t-o a tutto E
be.l*sc  called-INrL by all
‘T am called by everyone’
si ccame:t-o a tutto E +RF
be.2™sc  called-inrL  byall
‘you are called by everyone’
(j)e ccame:t-9 a tutto E +RF
be.3sc  called-inrL by all

d’. suppo 'yavot-o E
be.l*sG tall-INFL
si g'gavoto E +RF
je g'gavoto E +RF

‘T am tall, you are tall, etc’
Saracena

As we have seen, a crucial property of these dialects is the alternation in
the lexical root vowel between e- and @-, making the nature of these alternants,
specifically the one of the 3" singular morpheme ¢/2, ambiguous We will re-
turn to this issue in section 4.4.

2.3 Enclisis on be

The greater part of Central and Southern Italian dialects places the clit-
ic in pre-verbal position, except in the case of imperative or, possibly, infini-
tive (Manzini and Savoia 2005). Nevertheless, some Central dialects with
alternation between be and have can present enclisis on the auxiliary, as in
the dialect of S. Benedetto del Tronto* (Marche) in (10) characterized by the

# The data of San Benedetto del Tronto in (10) coincide with the ones presented in
Manzini and Savoia (2005, II: 682-683), on which the discussion in Ledgeway (2018: 290-
291) is based. The data of Secinaro in (11) in turn coincide with the ones provided by
Manzini and Savoia (2005, II-III: 691-113), although enriched with some more examples
from the data gathered in the original investigations. However, RF in active contexts is
documented also by the examples in Manzini and Savoia (2005).
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pattern E E H E E H and Secinaro (Abruzzo) in (11), with pattern E/H E
E/H E/H E/H E/H. Enclisis, alternating with proclisis in (10a) and (11a),
occurs with the E forms, while have is systematically associated to proclisis,
in (10b) and (11b). In the copular contexts the monosyllabic E forms trig-
ger RE, as in (10c) and (11¢). In the other contexts, the data concerning San
Benedetto del Tronto not only in the actives in (10a), but also in non-active
forms like unaccusatives in (10a') and reflexives in (10a") seem to exclude RF
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except on object enclitics.

(10) a. so llu vifto / lu )

be.l*sc  him seen / him be.l¥sG
‘T have seen him’
Ji mms vifto / ma i

be.2™sc me seen / me be.2" sG

‘ ;
you have seen me

Jemo lu vifto / lu Jemo
be.l*p.  him seen / him be.1¥pL
‘we have seen him’

feto lu vifto

be.2™pL  him seen
‘ -
you have seen him

) vonu:to
be.l*sG come
Ji vonu:to
be.2™ sG come
a vonu:ta
have.3" s come
‘I have come, you have come, etc’

) mmo rlava:to
be.l*sc me washed
Ji tto rlava:to
be.2"sGc  you washed
a s a rlava:to
CIS Refl have.3"sc washed
‘I washed myself, you washed yourself, etc.’
a 1 a vifto / a m
CIS him have.3¢ seen / CIS me
‘(s)he/they has/have seen him/me’
so  kkuntints

C.

Ji  kkuntints
je kkuntinto

vifto
seen

vifto'
seen

vifto
seen

a
have.3

vifto
seen
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Jema kuntints

Jeto kuntints

je  kkuntints

T am glad, you are glad, etc’

d. so dormi:to
be.l*s¢  slept
Ji dormi:ta
be.2™sc  slept
a dormi:ta

have.3" sc slept
‘T have slept, you have slept, etc’
San Benedetto del Tronto

(11) a. so tto camatd / to ) ccamato E +RF
be.l*sc  him  called / him be.l**sc called
I have called you’
la ) ccamat-a
OCl-rsc  be.l¥sc  called-rsG
‘T have called her
Ji jo  camato / jo i ccamato E +RF

be.2™sc him called / him be.2"sG called

‘you have called him’

sem jo camato / jo SeEmo camatd E
be.l*rL him called / him bel¥pL called

‘we have called him’

a. so mmono:td / ajo monu:td E +RF
be.1*sc come / have.1*sG come
Ji mmonuv:td E +RF
be.2"dsc come
I mmonu:to E +RF

be.3"sGc come

a". mo s mmisso  loke E +RF
me be.l"sg put.MsG  there
‘I have put myself there’
s € mmissa  loke E +RF
Refl be3"sc  put there
‘(s)he has put him/herself there’
b. m a camat-o / 1 a camat-a H -RF
me have.3"sg called / OCIl have.3"sc called-FsG
‘(s)he has called me’
i a came:t-o H -RF

OCl.rL have.3"sG called.rL
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c. 8 kkuntinto E +RF
Ji kkuntints E +RF
€ kkuntinte E +RF
Tam glad, you are glad, etc

d. s pparla:ta / ajo parla:to E +RF
be.1*sc spoken / have.l*sc spoken
Ji pparla:to E +RF
be.2"sGc  spoken
a parla:to H -RF
have.3"sGc  spoken
‘I have spoken, you have spoken, etc.’

Secinaro

(11) illustrates a different distribution, because, besides on the enclitics,
RF is triggered by the singular forms of be on the participle in active contexts
in (11a) and in unaccusative and reflexives in (11a), a"). Unergatives match
the overall pattern of transitives, as in (10d) and (11d).

3. Piedmontese dialects with be

Actually, the contrast between enclisis and proclisis depending on the
auxiliary is well documented in Piedmontese dialects admitting e and have as
auxiliaries (Manzini and Savoia 2005, II: 774). In these dialects, on a par with
the dialects in (10)-(11), enclisis is allowed only with be, while save only accepts
proclisis, as in the system of Fara Novarese in (12). Moreover, these varieties
are characterized by the enclitic position on the participle, so that in the con-
texts with ave the clitic is doubled in proclisis on the auxiliary and in enclisis
on the participle. The data concerning be are presented in (12a) for transitives,
(12b) for unaccusatives, (12b") for unergatives, (12¢) for reflexives. (12d) exem-
plifies the passive, (12¢) copular forms and (12f) the deontic/ necessity contexts.

(12)a. i sum tfa'ma-l(u)/-la/-i
SCl be.l*sG called-him/her/them
a ot ei tfa'ma-lu
SCl SCI be.2"sG called-him
a | € tfa'ma-lu/-mi
SCI SCI be.3"sG called-him/me
i suma tfa'ma-lu/-ti
SCl be.1* pL called-him/you
i si: tfa'ma-mi
SCl be.2™pL  called-me
i n tfa'ma-lu/-mi
SCl be.3™ pL called-him/me

‘T have called him/ her/ them, etc.
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b. i sum ny / pu-a
SCl  be.l*sG  come.MSG/ come-ESG
a tei py/nu-a

l & py/hu-a

i suma ny-i

SCl  be.l*pL  come-pL

i si: ny-i

i n ny-i

‘I have come, you have come, etc.
b i sum dru'metf

SCl  bel'sc  slept

a tei dru'metf

l e dru'metf

i suma dru'metf

i si: dru'metf

i n dru'metf

I have slept, you have slept, etc.’
c. i sum la'va-mi

SCl  be.lsc  washed-me

a tei la'va-ti

l e la'va-si

i suma la'va-ni

i si: la'va-vi

i n la'va-si

‘I have washed myself, you are washed yourself, etc.

d. 1 € sempri tfa'ma da tytf
SCl  be.39sc always called by all

‘he is always called by everyone’

e. i sum/atei/le kun'te:nt/kun'tenta
SCl  be.l*/2"/3"sc  glad.msc/glad-FsG
i suma/isi:/in  kun'te:ntf/kun'tenti

SCl  be.1*/2"/3*pL  glad.mpL/glad-FrL
‘I am glad, you are glad, etc’

fi sum/atei/ale da'fe-lu
SCl  be.1%/27/3 sg to do-OCl-msG
I have to do it, you have to do it, etc.’
Fara Novarese

(13a) and (13b) illustrate the double cliticization with Aave, while (13¢)
illustrates deontic forms with Aave, parallel to the ones in (12f). Finally, (13¢)
shows the occurrence of have with inherent objets.
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(13)a. i /i o tfa'ma-lu/-i
SCl OCl.Msc/pL  have.1* sG called-OCl.msG/rL

(at ei tfa'ma-lu/-mi)

a 1/ m a tfa'ma-lu/-la/-mi

SCl OCL34/1*sG have.3"sc  called- OCL3" msG/rsG/1% sG
i t uma tfa'ma-ti

SCI  OCl.2"sa have.1¢pL called-OCl.2" sG

i m i tfa'ma-mi

SCl  OCl.1I%sa have.2™pL called-OCL.1* s
i m 31 tfa'ma-mi

SCI OCLI*sG have.3"pL called-OCL1* s
‘T have called him/them, etc.

b. i m o la'va-mi
SCl OCl.I"sc have.1*pL washed-OCI.1* s
(at ei la'va-ti)
a s a la'va-si
SCl  rerL have.3"sG washed-Refl
i n uma la'va-ni
i v i la'va-vi
i s 31 la'va-si
‘I have washed myself, etc’
c. i g o da fe-lu
SClI OCl.Loc have.l"sc Prer do-OCl-mMsG
ta g ai da fe-lu
SClI OCl.Loc have.2"sc Prep  do-OCl-msc
a g a da fe-lu
SCl OCl.Loc have.3“sc Prer  do-OCl-mMsc
‘T have to do it/ you have to do it, etc.
c. o fa:m

i g
SClI OCl.Loc have.l*sc  hunger
‘T am hungry, etc.
Fara Novarese

Let us first dwell on the different distribution of clitics according to
the auxiliary. What shows up is that have requires a double insertion of
the clitic, i.e. in the post-participial position, canonical in these varieties,
and before the auxiliary, as in (13a,b). On the contrary, be permits only
the post-participial occurrence of the clitic, as in (12a,b). A possible ration-
ale underlying this distribution is that be is inserted in the high domain,
where eventually it precedes the clitic, as in Central dialects in (10)-(11).
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However the position of be seems to be higher than the one of have, that
regularly follows the object clitic, in (10)-(11) and in (13). In Piedmontese
dialect the reduplication of the clitic is only a sort of surface effect due to
the fact that in these dialect clitics have a position inside the participial
phrase, independently of how the matrix verbal phrase. As a conclusion, if
we are on the right track, the proposal that be is inserted in a lower position
in order to account for the occurrence of RF in actives is not maintainable
or at least not clearly supported by the data.

4. Auxiliary and participle

A preliminary representation of the structures involving proclisis and
enclisis respectively may help us investigate the morpho-syntactic nature of
auxiliaries. Following some proposals of Manzini and Savoia (2005, 2015),
Manzini ez al. (2015), and, although in a different perspective, D’Alessandro
and Roberts (2010), our analysis is inspired by the idea that the past par-
ticiple is nothing but an aspectual (resultative/ stative) element with adjec-
tival nature which gives rise to a clause including an argument. Following
Manzini and Savoia (2017a,b), Savoia et al. forthcoming, the internal or-
ganization of noun includes a category-less lexical root ¥ (Marantz 1997),
that in keeping with Higginbotham (1985) is a predicate. The root merges
with the inflectional elements endowed with interpretive content (gender,
number, etc.), that restrict the properties associated to the argument x open
at the predicate, as suggested in (14) for Italian and Romance varieties. The
inflectional morpheme, Infl, merges with Class, including the root and its
gender specification.

(14) Infl
Class Infl

v Class

Given the nominal nature of past participles in Romance varieties,
including the ones we examine, it is natural to apply this analysis to their
internal structure. So, resting on the discussion in Manzini ez a/. (2015)
and the noun structure proposed in Savoia ez a/. (2017, 2018), Manzini
and Savoia (2017), Baldi and Savoia (2018), Baldi and Franco (2018), we
assume the structure in (15) for camat-a ‘called’ (Secinaro, in (11b)). The
verbal root, requiring two arguments, indicated by the subscripts x (IA)
and y (EA), merges with the Thematic Vowel (Class) element --, and the
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root-T'V complex merges with the aspectual element -7-, generally associ-
ated to the Italian type participles, giving rise to a verbal adjective closed
by the inflectional exponent, here —a, ultimately satisfying the internal ar-
gument of the participle, as well as with nouns and adjectives. The crucial
property of the past participle is to license only one argument, typically
the internal theta role. Maybe, this could be connected to the stative/ re-
sultative property of the participle implying as a natural target a property-
bearing referent, usually the IA. The licensing of the external argument
makes recourse to another licenser, i.e. the auxiliary/T.

(15) Prt/ Asp
Asp Infl
aX
Class Asp

\]/\ t [result]
Class/TV

cam a
x (y)

The present model is based on a privative treatment of the morphologi-
cal properties in lexical elements excluding manipulation or insertion of new
material, by assuming that morphological terminals have interpretive lexi-
cal content. In the lexicalist model we pursue, Agree establishes an identi-
ty relation between two or more referential feature sets, subject to locality,
interpreted as a single argument (Manzini and Savoia 2005, 2007, 2011).
This is what Chomsky (2001) calls Minimal Search and Match and forms
the core of Agree. An important difference from the canonical generative
approach, is that we assume that all phi-feature sets are interpretable and
valued. This means that Agree is not triggered by the need for a probe to
interpret/value its features (Chomsky forthcoming, Chomsky ez a/. 2018).
Rather it creates equivalence classes of phi-feature bundles lexicalizing the
same argument, (Manzini and Savoia 2005, 2018, Savoia ez al. forthcom-
ing) and all lexical material is interpreted at the Conceptual-Intentional
(C-I) interface.

Bearing in mind the preceding discussion, let us consider the auxilia-
ry structures. Merging the participle in (15) with the vP structure of have
gives rise to (16), for the sentence from Secinaro in (10b) / 2 camat-a ‘(s)he
has called her’. What we are suggesting is that have is associated to a com-
plete argumental structure, as in (16).



AUXILIARY SELECTION IN ITALIAN DIALECTS 81

(16) TP
/\
Cl TP
lx /\
T vP
3'3rd say /\
(3¢ SGy) vP
/\
(IA) vP
v Pre/Asp
have 7T
Asp Infl
aX
Class Asp
\]/\ t [result]
Class
cam a

Xy

The participle, as seen, agrees with the internal argument; in other words, the
inflectional properties of the participles are in a chain relation with the clitic element
1, so forming a single discontinuous argument saturating the internal theta-role of
the verb. The other theta-role is licensed by the agreement on the auxiliary in T.

4.1 Auxiliary patterns and person split

A first generalization that we draw from the data listed in previous sec-
tions is that the interplay between be and have involves at least the person
split and the type of event (active vs non active or passive/ copular). In the
schema in (17), the sensitivity to the verbal class is indicated by +, if non-ac-
tives select be, or -, if actives and non-actives share the same paradigm; pas-
sive and copular contexts are excluded. In (17) E-H denotes the alternation
according to the verbal class, E/H denotes the optional alternation and E+H
the alternation determined by morpho-phonological properties.

(17) I*sc  2Msgc  39se  1¥pL 2™pL  3YpL  active/non-active
Sonnino E E H E E H -
Torricella E E H-E E E H-E +

Monte G. E E H-E E E H-E +

G.regia E/H E H-E E E H-E +
S.Giorgio S. H H E H H H +

Corato E E E+H? H H H -

Gravina E H E+H? H H H

Morano H H E+H? H/E HJ/E H/E

Saracena H H/E E+H? H/E HJ/E H/E
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This picture shows that plural, generally but not always, replicates the pat-
tern of singular; contrary, Corato, Gravina, Morano and Saracena restrict the
person split to the singular. The reduced sensitivity of the plural forms to the
person differences has been noticed in literature and connected to the differ-
ent referential status of plural in comparison with singular. The most salient
property of plural persons is that they combine 19/2* person deictic interpre-
tation and 3 person interpretation, assigning plural an interpretation however
based on the eventive structure, so making it closer to the one of 3* person.

Moreover, some morphemes are ambiguous between be and have. We have
assigned them to be considering that they occur in copular contexts; howev-
er, in some cases even this clue is not clear. That is the case, for instance, of
Gravina, where the alternant ev occurring before a vowel, (72"), is precluded in
copular contexts, (7b"). In Morano and Saracena in (8) and (9) have takes the
root vowel &-, so assimilating to be.

As to the syntax of be, coming close to a traditional view (Manzini ez a/.
2015), we can deal with &e as introducing a reduced argument structure, so
that in the case of verbs with two arguments only one argument can be li-
censed and encoded by the agreement head T. In this respect, the conclusion
of Manzini et al. (2015: 52) on the Greek and Albanian distribution of be/ have

auxiliaries, is that

jam ‘be’ selects an open argument structure in its participial complement. Thus jam re-
stricts the interpretation of the embedded participial clause to what is conventionally known
as middle-passive voice [...] By contrast, kam ‘have’ selects a closed argument structure, in
the sense that no free variables are instantiated within it [...] This in turn means that ‘be’, as
the copula, will select more elementary structures than the transitive predicate ‘have’ —includ-
ing open predicates (middle-passive voice, as here), but also in other languages, like Italian,
elementary events (unaccusatives) as opposed to causative events (transitives and unergatives).

The gist of this proposal is that with e a theta-role is concealed (gener-
ally the EA). We are expressing this intuition in terms of the lexical nature
of be and have, whereby while have is characterized by the argumental struc-
ture, be introduces no theta-role, as suggested in (18), for /-a so ccamat-a ‘1
have called her’ of Secinaro in (10a).

(18) TP
/\
Cl TP
la P
T vP

N
st sy

T
be Prt/Asp
/\
Asp Infl
a

X

Class Asp
T t [result]
\ Class

cam a
Xy
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D’Alessandro and Roberts (2010: 53) distinguish be and have according
to the head, T or v, that agrees with the external argument, whereby ‘BE ap-
pears iff all the features of v Agree with the external argument’ and ‘HAVE ap-
pears iff all the features of T Agree with the external argument’. The insertion
of be or have is driven by the nature of relevant features: v, Agrees only for
person, so that it values the Person feature and case of 5/2% person external
arguments, while T values the Number feature. In this case V., 18 realized as
be. It is realized as have when the external argument has no Person feature, i.c.
it is of 3" person. In this case it is T that values the Number feature and the
Case feature. Not surprisingly, this distribution recalls the contrast between
ergative and nominative systems, reducible to the contrast between systems
in which v licenses the subject (ergative) and systems where it is T that agrees
with and licenses the external argument as the subject. What we can guess is
that ergativity hides the external argument, more precisely ergativity licenses
it by means of a special case or a complement, or simply avoiding to realize it.

In our terms, be is associated to an elementary structure that admits that
v licenses the external argument while the internal one is realized by the par-
ticiple. have lexicalizes structures where T canonically agrees with the exter-
nal argument. Finally, with the verbs that provide only the internal argument
there is no question of this. Be and have are selected according to the referen-
tial properties of 1/2 vs 3" person elements. More precisely, the person split
only depends on the fact that in these dialects the referential contrast between
1“/2nd and 3" person elements is made visible by the preference of the deictic
elements for the lexicalization by means of be. No principled reasons seem to
prevent systems with all e, like the Piedmontese varieties in (12), or with all
have, like many of Italian Southern dialects or Spanish.

4.2 Enclisis on be and other phenomena

The distribution of clitics in the dialect with enclisis on the auxiliary be
evidences the fact that have requires proclisis, as in (10) and (11) and in Pied-
montese variety of Fara in (12)-(13). It is natural to assume that the sequence
OCl-have reflects the structure above proposed in (16), with the complication
that Piedmontese dialects show the duplication of the OCl on the participle,
as opposed to the Central dialects in (10). Let us consider first a case like the
one of Secinaro in (11), with simplex enclisis on be, as in (19).

(19) TP
/\
T vP
/\
Ji PreP
jo, Pre/Asp
/\

Asp Infl

/\ 5.
V Asp

camx a-t
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We will have to admit that merging of the internal argument in the do-
main of participle is possible, differently from Italian and many other Ro-
mance varieties, where only a full DP may occur within the domain of VP/
PrtP. In other words, in these grammars, the fact that be does not license
any theta-role position makes it possible for the clitic to remain within the
PrtP, where it is licensed.

In Piedmontese systems OCI is introduced in enclisis on the partici-
ple, as in (20). It is of note that in such varieties the low insertion of clitics
is more generally attested and may include also lexical verbs (Manzini and
Savoia 2005, Tortora 2002).

(20) TP
T
SCI TP
i /\
T vP
sum " >~
v PrtP
be _— TT—
Prt/ Asp D
l-a
v Asp
tfam a
[+stress]

The conclusion that the clitic remains in a low position because the
verbal head is unable to value the features of the clitic is argued by Rob-
erts (2010).5

In Piedmontese varieties, enclisis on the participle involves also the tran-
sitive forms with the auxiliary have, with the result that OCl is doubled in
the domain of have and in the domain of the participle, as in (21). In other
words, although Aave licenses the high position of the clitic, the realization
of this latter in the domain of the participle is yet possible and required.

> Specifically, Roberts (2010: 233-234) proposes that, similarly to the enclisis on in-
finitives, in the case of the systems where the clitic attaches ‘to the past participle in com-
pound tenses [...] the auxiliary lacks @-features attracting the object in these varieties’, and
‘the verb moves over v to Part’, as indicated in the structure in (i) for the Franco-Provencal
example Dz’ batia-la tot solet T-have built-it all alone™

(i) Aux [, [Partbatia] [, [ [, la] v]] [, (V) (@]]].
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@1 TP

S

T vP

aSrd sGy

(3 scy) vP
/\
(IA) VP

v PreP

have
Prt/Asp D

l-a
Asp

tyl"almxy a[+stress]

It is tempting to connect the request of copy of the clitic in the domain
of v/auxiliary with the idea that in SCI/OCl languages, SCl and OCl are the
real heads of agreement respectively for the CP phase and for v phase (Savoia
et al. forthcoming). Roberts (2010) suggests a similar conclusion as regards
the object clitic in Romance languages, by dealing with OCls as bundles of
phi-features on the edge of the v phase, as for instance in (22) (cf. Mavro-
giorgos 20006).

(22) a. ...levoit
‘he sees him/it’
b. [ /ey, [.voit, [.V,uV, ugl]l]
(Roberts 2010: 57, with adaptations)

Then, have behaves like other transitives requiring the externalization
of the agreement with the IA on its v phase, differently, therefore, from be,
that, as we have seen, is dispensed from this requirement.

It is of note that in many of the Piedmontese dialects with post-particip-
ial clitics the gender/ number inflection of the participle is in complementary
distribution with the proclitc element. So, in the Fara system inflected partici-
ples are attested in unaccusatives in (12b) and in passive and stative contexts,
as in (23a); in transitives with Aave they seem to exclude the post-participial
double of the clitic, as in (23b) (Manzini and Savoia 2005, II: 586). Never-
theless, this restriction is not peremptory, as suggested by the coexistence of
both gender/ number inflection and enclisis in some of these varieties, for
instance in the system of Quarna Sotto (Manzini and Savoia 2005, II: 594)
in (23¢). In the latter, however, the doubling of the OCI on the auxiliary is
missing, and the duplication of the IA involves only the participial inflection
and the OCIL. In other words, the two systems are not substantially differ-
ent because also the one of Fara at the most selects two lexicalizations of TA.
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(23)a. la kamiz-a 1 £ la'va
the-rsG shirt-rsc  SCl.sc  be.3sc washed.sc
‘the shirt is washed’
iz lantsg-i / a-i kamiz-i i n lava-i
these sheet-pL/ the-pL shirt-pL  SCl.pL be.3pL  wahed-pL
‘these sheets/ the shirts are washed’

b. i 1 o vist/vist-a
SCl OClisc  have.l* sG seen.Ms/seen-FSG
‘T have seen him/ her’
i i ) vist/vist-i
SCl OCl.rr have.1* sG seen.Ms/seen-FPL

T have seen them’
Fara Novarese

c i u la'va-yye [la'vai-ye  /la've-Ake  /la'va-i-gj
SCI have.I* sG washed.MsG-OClmsG /.rsG-OCLrsG/.MrL-OClLmpL/-FsG-OCLEsG
‘T have washed him/ her/ them’
Quarna Sotto

Ovur conclusion is that the ban of the sequence inflection-OClis not due to a
structural impossibility but can be tied to an interpretive restriction holding at the
C-I system penalising the duplication of the same inflection in adjacent contexts.

Let us turn now to the contrast between be and have, whereby have intro-
duces a proclitic duplicate of the enclitic object. The assumption that auxiliaries
are the morphological exponents of functional heads is familiar in generative
and functional approaches. For instance, Bentley and Eythorsson (2003: 447)
deal with ‘perfective auxiliaries as morpho-syntactic markers of tense and aspect.
Their idea is that the insertion of be or have is triggered by certain sub-set of the
semantic features associated to the verbal classes. According to D’Alessandro
and Roberts (2015: 50) the realization of the auxiliary is ‘a question of the spell-
out of features of the upper v, ’. This solution is easily treatable in terms of ad-
justment and vocabulary items insertion rules in DM framework.

The path we follow is different and takes on the idea that auxiliaries are
not a special type of inflectional exponent but true verbal entries. Following
Manzini and Savoia (2005), Manzini ez al. (2016), be is associated with a struc-
ture where un argument is deleted or concealed; more precisely be is devoid of
the internal theta role position. ave is a transitive verb which requires a com-
plete eventive structure to which an internal theta position is anchored. The
insertion of have or be takes account of their lexical properties. So, have in (21)
introduces the transitive structure licensing two argumental positions, whereas
in the structures with e only one argument is licensed by ».

The structural and interpretive difference between be and have can help
us understand the relation of 1#/2™ persons with &e¢ in Central and Southern
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Italian varieties. The nature of be as lacking eventive properties suggests that
' and 2" person elements are able to be inserted or, alternatively, need to
be inserted by simple argument application without the support of a licens-
ing predicative structure. Their deictic properties are sufficient to give rise to
their interpretation as EPP elements of the sentence. 3 person elements, on
the contrary, tend to be inserted in a structure that assigns them a morpho-
syntactic characterization of their role in the event. Naturally, while 1 and
2" person correspond to real discourse participants, the label 3" person has
no clear referential status (Benveniste 1966, D’Alessandro and Roberts 2010).
In fact, 3" person specifies definiteness, typically through demonstratives,
determiners and quantifiers.

Although the pattern with be in the 1 and 2™ person is the most at-
tested type of split, we must take account of the fact that at least three fac-
tors of variation emerge:

() The 1* singular in many varieties, including some of the ones be-
ing considered in this article, has or alternates have, cf (4), (8), (9) and
the schema in (17).

(ii) Inthe Northern Calabrian dialects a distribution emerges in which
it is the 3" singular that requires be and that seems to be the mirror im-
age of the more known pattern E E H (cf. (17).

As to the first point (i), we must conclude that in some varieties the 1*
singular is associated to a smaller deictic import, differently from the 2™
singular; in other words it may require to be inserted in a complete event
structure. In the typological literature the behaviour of 1 and 2™ person in
comparison with 3 person pronouns/ demonstratives and NPs is treated in
terms of referential properties (animacy or definiteness) expressed by means
of a hierarchy regulating the distribution of grammatical functions in case
systems (Dixon 1994, Kiparsky 2001).¢ Kiparsky (2001: 34) associates the
referential hierarchy to the definiteness, as the property that favours the syn-
tactic role of the nominal and pronominal elements.

4.3 Unexpected occurrences: be in the 3 and have in the 2

The occurrence of be in the 3™ person brings into play different aspects
of the contrast between be and have, specifically it strengthens the idea that

¢ The referential hierarchy in (i) (Dixon 1994: 85; Kiparsky 2001: 34)

(i) 1P > 2P > 3P/ demonstratives > proper nouns/ kin terms > human > animate > in-
animate accounts for the releation between nominal elements and grammatical functions,
whereby ‘a first person pronoun is more likely than any other NP constituent to be in A
[subject of transitives] rather than in O [object of transitives] function. Next most likely as
A is second person pronoun, then demonstratives and third person pronouns, followed by

proper names’ (Dixon 1994: 85).
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the forms with be are simpler than the ones with Aave, contrary to the more
canonical view whereby Aave is less marked option (D’Alessandro and Rob-
erts 2010). In the systems that insert be in the 3™ person, as the Northern
Calabrian ones (cf. (8) and (9)), we note that have is favoured in the paradigms.
Only 3" person oscillates between Aave, if an OCl is interpreted, and a form
apparently of be, when a lexical object is inserted or the verb is intransitive.
We only need to conclude that be is associated to a more elementary struc-
ture occurring in absence of the clitics. This, indeed, seems to hold also for
the forms of the 1/2™ person that in these dialects insert ¢- in the auxiliary
have, as in (8a) and (9a), in turn lexicalizing a simpler structure.

In effect, systems with e in the 3™ singular person are attested also
in other types of paradigms. So, in some Molisan dialects a pattern ap-
pears of the type E/H E E E E H, as illustrated in (24a,b) for Monteroduni
(Molise). (24a") shows that have distinguishes an alternant ennos from the
alternant anna incorporating the OCI, as in the Northern Calabrian dia-

lects in (8) and (9).

(24) a. active

l-a/r-u SONgd camat-a /-2 E

her/him  be.l*sG called-rsGc/msG

mod si camata E -RF
me be.2"sG called-msa

l/r € camat-a/camat-9 E -RF
her/him  be.3"sc called-rsc/msa

r-u sema camat-o E

him be.l*rL called-msa

mo seto camat-o E

me be.2™pL  called-msG

r/l £nno camat-o / camat-a H

him/her have.3"pL called-msc/FsG
‘T have called her/ him/ me, etc’

a. akke cama:to/-a H
(him/ her) have.1*sc  called-msG/FsG
T have called him/her’
anno camatd a ttutto kwanto H
(them) have.3" pL called-INFL to all

‘they have called everyone’

b. non-active and unergative

songo/akko monuts / rummuits E/H
be.1*sG/have.1*sG come-INFL/ slept-INFL

si monuts/ ru'muits E -RF
€ manuta/ rummuitd E -RF

semo mo'nute/ rum'muito E
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setd monutd/rummuitd E
anns monuts/rummuits E
‘I have come/lept, you have come/ slept, etc.
mo sopgo/akko lavat-o E/H
me be.1"sc/have.1"sG ~ washed-INFL/slept-INFL
o si lavat-o E -RF
iss-o/ess-a tf & lavat-o/ lavat-a E -RF
tfo semo lavats E
Vo seta lavat-o E
tf enna lavat-o E
‘I have washed myself, you have washed yourself, etc.
c. copular and passive contexts
so(ngs) kundionds/kundend-a E
be.1*sc glad.msc/glad-FsG
si kundiond-o E
¢ kundiond-o/kundend-a E
sema kundiond-o E
seta kundiond-o E
so kundiond-o
‘T am glad, you are glad, etc’
d. possessive contexts
akha / tenga/ a /a [avemo/eto  /anno/ tienno paura
have.1*sG have/ keep/ 2*sG / 3"sc/ 1 pL/ 2" pL / 3"PL fear
‘l am afraid, you are afraid, etc.’
Monteroduni

Once more, in (24) the 3" singular person is lexicalized by be. If we
maintain the idea that the 3" person is interpreted in relation to the event,
the simpler explanation for the systems such as (24) is that there are gram-
mars that simply extend be over the entire paradigm without sensitivity to
person or presenting only residually the person specialization of the auxiliary
(for other examples see Manzini and Savoia, II, 2005).

We connected the contrast between the lexicalization of 1+ /2™ persons
and the one of 3" person with the idea that the deictic content of 1* and 2™
persons admits or requires to be not anchored to an agentive argumental
structure, but to be interpreted as such through the reduced structure of be.
Taking account of the degree of animacy/ definiteness discussed above, the
person split in the Central Italian dialects reflects the definiteness degree of
possible subjects, to the effect that 1°/2" person are interpretable indepen-
dently of the event structure of which they are participants.

Atleast two kinds of data call in question this generalization: dialects where
the 1* person admits or selects have, as in Guardiaregia and San Giorgio del San-
nio in (17), and dialects that reverse the distribution of be and have assigning
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be to the 3" person and have to the 2, as in the case of Corato and Gravina in
(17). Our idea is that both 1" and 2™ person can be understood as not univocally
defined inside the universe of discourse in the enunciation, even if sporadically.
For instance, the typological literature documents the discourse in the enuncia-
tion, even if sporadically. Ineed, the typological literature documents the reversed
hierarchical order btween 1% and 2™ person (DeLancey 1981; Dixon 1994).
The pattern E/H H E of Gravina and Corato in (6) and (7) raises fur-
ther problems, in the sense that it overturns the apparently most robust gen-
eralization highlighted by the data, whereby 1+ / 2™ persons preferably select
be, in contrast to 3" person, generally interpreted by have. We are induced
to suppose that also the 2™ person can be treated as a not univocally defined
participants in the enunciation, with the result that a complete structural
representation of the event is required (have). Nevertheless, in these varieties,
the 3" person is associated with be, suggesting a partially different explana-
tion. We may think that these varieties generalize have over the paradigm, as
shown in (17), like many of Southern systems, in Apulia, Calabria and Sicily.
be allows for the interpretation of the 3™ person to be separated from the oth-
ers simply by virtue of the fact that e has interpretive properties independ-
ent of the verbal/ eventive class. This could be traced back to its nature of, in
some sense, basic auxiliary (see the discussion around (34)). This conclusion
seems to be supported by the fact that in Corato in (6), in the 3" person the
form ¢ alternates with the form av (from have) before participles with an ini-
tial vowel. In other words, we find Aave in all persons, except in the case of
3 person before participles with initial consonant: in this case, in the ab-
sence of a suitable form of have, the system makes recourse to a form of be.

4.4 Coincidence between be and have and incorporation of the 3 person OCI

A clear case of coincidence between the forms of e and have is provid-
ed by the imperfect auxiliaries in the dialect of Fara Novarese in (11), where
be and have show identical forms in the 2™ ev-i and 3" ev-a singular and 3
plural ev-u. Since the pluperfect has systematically be, as in (25a), the iden-
tity between these forms is recognizable both comparing the two transitive
structures be-particple-OCland OCl-have-participle-OClin (25a) and (252),
and copular and possessive contexts, in (25¢,¢'). Naturally, intransitive para-
digms do not differentiate unaccusatives from unergatives.

(25) a. active

i sev-a tfa'ma-lu
SCl be.ampr-1%sG  called-him
T had called him’

at  ev-i tfa'ma-lu

SCl beampr-1%sG  called-him
‘you had called him’
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al  ev-a tfa'ma-mi

SCl be.mpr-3"sG called-me

‘(s)he had called me’, etc.

i sev-u tfa'ma-lu

isev-i tfa'ma-lu

ilev-u tfa'ma-lu
i 1 ev-a tfa'ma-lu

SClI OCI have.impe-1%sG called-him

‘T had called him’

(at ev-i tfa'ma-lu)

a m ev-a tfa'ma-mi

SCl me be/have?.imrr-3"sG called-me

‘(s)he had called me’, etc.

i 1 ev-u tfa'ma-lu

i 1 ev-i tfa'ma-lu

i 1 ev-u tfa'ma-lu

unaccusative and unergative

i sev-a ny/nu-a / dru'metf
SCl be.mpE-17sG  come.MSG/-FSG/ slept
‘T had come/ slept’

a t ev-i ny/nu-a / dru'metf

SCl be.mpe-2"sG  come.MsG/-FsG/ slept
‘you had come/ slept’

1 ev-a ny/nu-a / dru'metf
SCl be.nmpe-3"sG  come.MsG/-FsG/ slept
‘(s)he had come/ slept’ etc.

i sev-u ny-i/ drumet[
i sev-i ny-i/  drumet
i ev-u ny-i/ drumetf

copular contexts

i sev-a kun'te:nt/ kun'tent-a
SCl be.impr-1sG  glad.MsG/-FsG

‘T was glad’, etc.

a t ev-i kun'te:nt/ kun'tent-a

al ev-a kun'te:nt/ kun'tent-a

i sev-u kun'te:ntf/ kun'tent-i
SCl be.rmPE-1*PL  glad.MPL/-FPL

‘we were glad’, etc.

i sev-i kun'te:ntf/ kun'tent-i

il ev-u kun'te:ntf/ kun'tent-i

igev-a/tagev-i/agev-aligev-u/igev-i/igev-u fa:m
SCl Loc have.iMpPrE.19sG / -2™sG/ 3" sG / 1 pL / 2™ pL / 3" pL hunger
‘I am hungry, you are hungry, etc.
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Considering that the identical forms occur in copular contexts, Manzi-
ni and Savoia (2005) conclude that they belong to the paradigm of be. Cen-
namo (2010) calls into question this proposal assuming that the coinciding
forms, generally present also in many Southern Italian dialects, belong to
have. The coincidence formal and functional of be and have can be retraced
to late Latin, where have works as a copula of some kind. All things consid-
ered, we keep thinking that the solution whereby these identical forms real-
ize be rather than have continues to be the most adequate. The system of Fara
Novarese provides us with elements of proof: in this variety be is admitted
in all paradigms, so that we can expect it occurs regardless of the eventive
class; moreover, nothing prevents the OCls from positioning before be, as in
(25), on a par with many of the dialects examined. The crucial point is the
occurrence of these ambiguous forms in the possessives in (25¢'). A possibile
explanation is that the locative clitic Loc g is sufficient to lexicalize the pos-
session relation between the possessor, the subject, and the other argument,
the possessee.”

Finally, consider the alternation between the root vowel €- and the root
vowel 4- in the dialects in (8), Morano, and (9), Saracensa, where - forms
lexicalize the interpretation corresponding to the 3™ person object clitics. It
is of note that this phenomenon falls into a more general set of facts well at-
tested in Southern Italian dialects where the 3™ person OCls are not lexi-
calized on the auxiliary (Savoia and Manzini 2011). Savoia and Manzini
(2010) conclude that in these dialect the auxiliary is in C and, by virtue of
its modal/ aspectual content, subsumes the interpretive properties of 3" per-
son, that, as we have seen, is interpreted in relation to the event. We follow
this idea with some modifications, specifically setting aside the cartographic
characterization of the position of the auxiliary. These dialect dispose of two
lexical alternants for have, one of which is able to introduce the definiteness
properties sufficient for interpreting the IA of 3, as in (26).

7 More precisely, in keeping with Franco et 4/. forthcoming, we assume that the par-
ticle Loc lexicalizes the inclusion relation, S, between two arguments, as illustrated in (i).
() [ i1L ev [, Lg [ fam]]]]

igev-ufam.
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26) TP
/\

T vP

aipe, P
[ definite] (1sty) vP

(IA) vP

v Pre/Asp

have N
Asp Infl

u

X

Class Asp

7~ t[resuld]
\ Class

cam a
Xy

5. Phases and RF

Let us come back to the distribution of RF. The data in section 1 show
that RF is triggered independently of the contrast between active and non-
active/ passive/ copular contexts by a subset of the forms of 4e.® Thus, the
forms that trigger RF are working in all cases, without distinguishing be-
tween the eventive properties of the sentence. Moreover, the triggering forms
are not homogeneously distributed - e.g. the 2" person induces RF in (1) and
(3) but not in (2). As a consequence, we are led to conclude that RF depends
on a lexical property of these morphemes. The most natural solution is to
assume that the vocalic nucleus is followed by an empty coda position, as in
(27a), to which the phonological content of the initial consonant is associated.
The outcome is a geminate, as in so vvifto fratutu ‘I have seen your brother’,
in (3a) for Monte Giberto. A parallel solution can be applied in the case of
the alternation e/ev in Gravina in (7), by assuming that the lexical represen-
tation has an unassociated post-nuclear phonetic instruction (position) that
is realized when an initial nucleus is able to take it as its onset, as in (27b).

8 The data examined in the literature show that RF is a phonological process partially
influenced by different phonetic, pragmatic and socio-linguistic contexts. In many com-
munities it is variable, as noticed in Cennamo (2001) for the Neapolitan dialects with the
pattern H E E E E H that the author investigates. Stylistic and personal differences may be
present in the productions we consider in this article, thus motivating some possible varia-
tion or uncertainty in the data.
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27)a. O R (@) 50 vvifto fratu-tu ‘1 have seen your brother’
| N\ |
| | N
s b) X x ifto
N/
v
b. R (O) R s ev asseisa ‘(s)he have sit down’
N | N
€ v a sseiso

Let us address now status of RF as a crucial cue in order to diagnose the
structural properties that distinguish active/ transitive from passive/ stative
forms. As we have evidenced, our data do not uncover differences between
active and non-active forms. However, some authors have made recourse to
possible differences in the application of RF as revealing structural differ-
ences in the syntax of actives and passives.

D’Alessandro and Scheer (2015) observe that in the Abruzzo dialect of
Arielli, characterized by the pattern EEHEEH in all verbal classes, 1**and 2
persons trigger RF only in passive, whereas in active RF is missing. Moreover,
not only unergatives but also unaccusatives behave like actives, lacking RE.
The authors, based on the chomskyan distinction between strong and weak
heads, where strong heads are ‘potential targets for movement” (Chomsky
2001: 20; cf. Richards 2011), relate this distribution to the fact that active
corresponds to a phasal vP, differently from unaccusative/ passive, treated as
defective heads. Consequently, the complement VP of the head v is trans-
ferred to interpretive systems, when the next phase C-T is merged and v in-
herits the features from T. So v ‘is endowed with a PIC at PF’ (D’Alessandro
e Scheer 2015: 612), as in (28); this prevents RF from applying between the
inflected form of the auxiliary and the participle.

(28) TP
/\
T vP
v Kk >k ok ok ok ok kK kK
VP
/\
A\ DP

In unaccusative and passive v is dealt with as a ‘weak head’, that is a de-
fective functional element that does not head a phase. So, the entire complex
T-v-VP is spelled out as a ‘single chunk’, without the phase boundary be-
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tween v and VP. Therefore, the rule of RF can operate between the auxiliary,
treated as the lexicalization of syntactic features of T, and the participle. In
this framework, the triggering of RF is explained in terms of the underlying
syntactic structure rather than as due to the lexical properties of the relevant
lexical elements, as the data seem to prompt to conclude.

Chomsky (2001) identifies phases with lexical subarrays computed at
the SM and C-I interfaces by the operation of Transfer. The procedure is
constrained by the Phase Impenetrability Condition (PIC) in (29). The idea
is that in a structure [, Z...[,, o [H YP]]], where Z and H are heads, the
complement YP of H is not accessible to operations at ZP (Richards 2011).

29 rIC
The domain of H is not accessible to operations at ZP; only H and its edge
are accessible to such operations Chomsky (2001: 14)

Chomsky (2001, 2007, 2013, forthcoming) assumes two phases, CP and
vP. The CP phase implies inheritance of features from the phase head C to the
lower head T. Indeed, the fact that the IA of the unaccusatives agrees with the
finite verb in T and is assigned the Nominative seems to suggest that v is unable
to license its internal argument and assign it the case (Gallego 2010, D’Alessandro
and Scheer 2015). Nevertheless, as noticed by Richards (2011), the notion of weak
or defective phase was introduced in order to account for the agreement of the
verb with a postposed subject in unaccusative contexts, 7-v-subject.

Actually, this solution seems unmotivated in many cases (see the discus-
sion in Richards 2011), and our data clearly calls it into question insofar as
we expect that the unaccusatives behave like the passives and not like the ac-
tives, making RF possible. The data of the dialect of Arielli, on the contrary,
exclude RF in unaccusatives. In addition, in the systems in (1), unaccusatives
are different from passives in selecting the same pattern as actives with have
in the 3" person. D’Alessandro and Scheer (2015: 613) explain this discrep-
ancy by proposing a model in which the PIC effect can also be visible only
in phonology, at the PF interface, i.e. to the SM interpretation:

This suggests that the feature that is connected to a PIC effect is voice, not tran-
sitivity. This PIC effect is visible only at PF, though not at syntax. In other words, we
are facing a syntax-phonology mismatch: syntactically, unaccusatives appear to rep-
resent one single Spell-Out domain, but phonologically, they behave as if there were
two. [...] there is a PIC effect in phonology, but not in syntax. Modular PIC takes
this statement literally: Spell-Out does occur at vP, and a PIC is associated with this
access point at PF. In syntax, however, the Spell-Out is vacuous; no PIC is associated
with v, and hence everything below C represents one single computational domain.

Ledgeway (2018), in keeping with D’Alessandro and Scheer (2015), aims
at applying their analysis to a set of data from Manzini and Savoia (2005),
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including the copular contexts but however generally no passive structure.
The distribution showed by these data highlights a clear asymmetry between
active and stative-copular and only partially reintroduces the coincidence be-
tween active and unaccusative forms. In some of the dialects considered, i.e.
the ones of Pastena and Ruvo di Puglia, unaccusatives diverge from actives
and admit RF just like stative contexts. Ledgeway observes that RF is sensitive
to locality requirements defined in terms of phasal domains. Specifically, in
the contexts triggering RF, vP is not a phase, as in stative/ passive and, vari-
ably, in unaccusatives and reflexives. His hypothesis is that in systems where
RF is applied also in actives, for example in the dialect of Poggio Imperiale
(Northern Apulia), the auxiliary remains low so determining the context
for RF, ‘finite V-movement is invariably very low such that all forms of BE,
whether auxiliary or copula, remain within »-VP and hence within the same
phase as their participial or adjectival complement’ (Ledgeway 2018: 290).

This proposal raises a more general question regarding the order be-
tween object clitic (OCI) and auxiliary. Ledgeway (2018: 291-292) ties the
exclusion of RF in the actives forms to the phasal status of vP, whereas the
occurrence of RF in copular contexts complies with the defective status of
v. The application of RF to the object clitics in (11a,a") may be explained by
assuming that both the auxiliary and the object clitic are adjacent inside the
same high phasal domain CP. A problem is raised by the fact that also un-
accusatives do not trigger RF, so showing the distribution studied for Arielli
in D’Alessandro and Scheer (2015), according to which a phonological PIC
effect depends on the voice features of ».

What we observe on this point is that a conflict could stand out between
the recourse to a voice feature as a deterrent for RF and the strengthening
of the initial consonant in enclitics. More precisely, if the voice feature of v
blocks RF, we could expect that it is also working in the case of non-actives,
unaccusatives and reflexives, where, instead, RF is applied, as in (10a") and
(30a) for unaccusatives.

(30)a. n tso ttfo vonuto
not be.l"sc LOC come
‘T have not come there’
San Benedetto del Tronto

b. [i to  jid
be.2"sa LOC  gone
‘you have gone there’
Secinaro

The data of Secinaro in (11) and (30b) depict a different distribution,
whereby again we find a uniform behaviour of the b¢ forms independently of
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the eventive structure of the sentence. This could help us deal with the con-
trast between enclisis and proclis according to the auxiliary without a un-
motivated structural representation of the difference between be and have.
In fact, the assumption that the be forms, auxiliary or copula, remain low
within »-VP domain (Ledgeway 2018: 290) in the systems where be triggers
RF in actives, seems collide with the distribution of clitics. In other words,
the enclitic position could reasonably be connected with a high position of
the auxiliary, or, at least, this makes the hypothesized low position unjusti-
fied by the distributional evidence.

The complex of the data so far examined concerning the connection be-
tween voice and RF involves three structural properties:

i. strong vs defective head nature of v: actives (transitives) vs unaccu-

satives/ passives

ii. PIC at PF in unaccusative contexts (D’Alessandro and Scheer 2015)

iii. low position of be triggering RF (Ledgeway 2018)

In particular, (ii) is complementary to (iii), insofar as we have to expect
either a block of RF in (ii), or the application of PF in active contexts, both
cases unpredictable on the basis of phase treatment. So, the recourse to oth-
er structural tools highlights the difficulty to connect the different patterns
with an underlying uniform structural mechanism.

5.1 Phases, RF and agreement of the participle

In the table in (31) we synthesize the distribution of RF in the systems
we examine: + indicates the presence of RF in the contexts with be. (-) in-
dicates the absence of RF in contexts with Aave. The absence of any value
indicates that the relevant data are not available. It should be noted that in
copular and passive contexts be is extended to all persons, so that in particu-
lar the 3 sG selects be also in dialects where in the other verbal forms the
3 sG of have occurs.

(31) Transitive ~ Unergative Unaccusative Reflexive Copula Passive
123 123 123 123 123 123

@)

Sonnino  + +(-) ++() ++() Y

Torricella P. - - (-) - -0 - -+ -+ -t -4

MonteGibero + - (-) +-0) + -+ -+ -+ +- o+

Guardiaregia(-) + () () +0() )+ + O+ + O+ + O+ +

Monteroduni - - - - - - - - - - - - .- - o

SGogoddS.C )+ () A A A

Secinaro  + +(-) ++() ++() + 40 o+ 4+
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(i)

Corato oo+ o+ o+ o+ o+ +++ (--)- - ) -
Gravina +/-(-) + +-() + +-() + +H-() +  +-- o+ - -+
(iii)

Morano/Saracena -+ -+ -+ -+ + o+ -

A special consideration is to be given to the 3" singular person in the
dialects in (ii) and (iii). The forms in (ii) alternate with a form ending with
—v before vocalic initial; what is more, in Corato variety this pre-vocalic al-
ternant presents the base - of have and, at the same time, the copular and
passive 3 singular person does not trigger RF. In the group (iii) the 3 sin-
gular person form is systematically ¢ in all contexts. However, in transitive
contexts it changes to # when incorporates the 3" person OCl, as described
in the section 1.2. The question is that the forms of Aave in turn present this
alternation between the base e- and #- in connection with the lexicalization
of the 3" person OCI, as illustrated in (8a)-(9a). Contrary to the 3" singu-
lar form ¢e/a, that is substantially ambiguous between be and have, the other
forms of the auxiliary are recognizable as forms of have insofar as they are
excluded in passive and copular contexts.

The analysis of participle proposed in section 3 suggests a view of pas-
sive based on the agreement properties of the participle. In other words, in
Romance varieties, including the systems examined, passive can be construed
as a vP including a participle involving an agentive interpretation and select-
ing an internal argument (IA), where phi-features and tense properties are
lexicalized by be. We treat the finite verb (the auxiliary) as an exponent of T
and the participle as an exponent of ». No phasal difference emerges between
transitives and unaccusatives/ passives, with the result that a structure like
(32) si ccamata ‘you have/ are called...” from Guardiaregia in (4a,b) corre-
sponds both to passive and active (Savoia ez a/. 2018, forthcoming).

(32) TP

T
TP

T

T vP

Slanscx/y

be Pre/Asp

/\
Asp Infl

/\ 5.
Class Asp

\]/\ t [result]
Class

cam a
Xy



AUXILIARY SELECTION IN ITALIAN DIALECTS 99

The external theta-role of call can be assigned the interpretation as the
EPP of T, agreeing with the auxiliary in the transitive reading, or by means
of the by complement, in the passive reading. In the latter case, EPP is satis-
fied by the internal argument of the verb. So, no PIC prevents RF from be-
ing realized, as indicated in (33), where the initial consonant of the participle
provides the phonological content to the coda position following s> ‘T am’.

R
|\
$3 ———Coda T] [[[[[ Cama_\/]t_ Asp] o- Inﬂ:I IA VI’:I
L

(33) .1 ]

v

(34) a. I-o S0 camiot-2
OCl-pL be.l1¥sc  called.pL-INFL
T have called them’

a. lo ) camat-2
OCl-rL be.l*sc  called.sG-INFL
‘T have called them’
a". semod camiot-o frat-to
be.l*pL called.pL-INFL brother-your
‘we have called your brother’

b. semo  mappiot-o
be.1*pL called.pPL-INFL
‘T have eaten’

c. la sema camiot-2
OCl-pL  be.l*rL called.pL-INFL
‘we have called them’
Torricella Peligna

D’Alessandro and Roberts (2010) observe that the agreement of the partici-
ple with the EA contravenes the restriction whereby past participles exclude the
agreement with the external argument (Belletti 2005). In fact, the agreement
of the past participle has influenced and oriented the historical reconstruction
of the formation of auxiliary systems in Romance, considering that Latin had
only the auxiliary be, in passive forms and in deponents. La Fauci (1991) as-
signed the forms have+past participle a leading role in the transition from the
alignment nominative-accusative to the alignment active-non-active in many
Romance varieties, even if the modern languages have partially or completely
obscured this reorganization (cf. Loporcaro 2010). The conceptual key is that
participle makes it possible to encode the reference to the internal argument
both when it is object and when it comes to be the subject (unaccusatives and
passives). This alignment of the argumental structure would be based on the
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nature of the past participle, that agrees with the middle subject or the ob-
ject according to a pattern already working in Latin. In other words, the past
participle would be characterized by an ergative type of agreement, gener-
ally attested in Romance varieties, eventually only in passive, as in Spanish.
However, it should be recalled that in Latin the past participle can agree also
with active subjects (EA), for example in deponent verbs.

What we see is that the agreement with the IA, that is the low positions
in the referential hierarchy (cf. footnote 7), is tendentially favoured or, as in
many Romance varieties, systematically selected. Nevertheless, the agreement
with the other argument is not excluded by structural or principled reasons.
The agreement with the EA in dialets of the kind of Secinaro and Torricel-
la Peligna in (34) seems to connect with the fact that T agrees with the EA
or IA independently of the type of eventive structure, as suggested in (35)
for i fi ccemet-a ‘you have called him’. More precisely, as we saw in section
3, be in v excludes agreement with the IA and have does not discriminate
between the internal or external theta role. In conclusion, in these dialects
the morpho-syntactic alignment does not take account of the contrast ac-
tive/non-active, but reflects the definiteness opposition between 1% / 2" per-
sons and 3™ person elements/ DPs. The agreement of the participle is free to
cover the internal or external theta roles in that the system does not impose
any specific requirements on the functional nature of the participle. In (35)
the metaphonic outcome of the thematic vowels registers the agreement with
the external argument y, whereas frar-zo lexicalizes the IA. No phasal bar-
rier intervenes that prevents T from searching the agreement features of the
participle, giving so rise to this type of structure in which the participle can
encode the reference both to the internal-theta position and the external one.

(35) TP

S

T vP
semo

IsteLy

/\
be Prt/Asp
Pre/Asp DP

Asp Infl N Poss

T o frat- 15
Class Asp

\]/\ t [result]
Class

cam 19
Xy y

The agreement between subject and participle in transitives implies that
also in transitives the entire complex T-v-VP is spelled out as a ‘single chunk’,
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so casting aside or calling into question the distinction between strong and
weak phases (see the discussion around (28)). This is substantially the option
followed by D’Alessandro and Roberts (2010: 62-63) in treating the agree-
ment between subject and participle in transitives for Arielli. Their idea is
that number and person features are copied from T to the auxiliary and from
the auxiliary to participle by a mechanism which is ‘not an Agree relation’
but a type of features spreading. This implies that ‘It is necessary to assume
that feature-valuation and feature-inheritance take place before transfer,
where the feature in question is specified for a given value’. It remains true
that no phasal barrier is active and able to inhibit the relation between T and
AspP(VDP), suggesting that the transfer of AspP/VP is delayed to the next
strong phase, i.e. CP, so extending the search space of the non phase head T
and rendering VP accessible to T. The result is that however the strong/ weak
distinction fails and the distribution of RF is no longer connectable with the
contrast between weak and strong phase (Richards 2011).

The dialects as that of Arielli and, possibly, the one of San Benedetto
del Tronto in (13) that admit RF only in passive or copular contexts, never-
theless need be accounted for. We could think that a local phono-syntactic
constraint is involved, in the sense, for example, of Rizzi and Savoia (1993),
Roberts (2005). These works converge on assuming that the relevant config-
uration is head-government. So, Roberts (2005: 77) concludes that in Welsh
the Initial Consonant Mutation is triggered by a feature L(enition) associated
to the head v, that weakens the initial consonant of the object, in a sequence
like ... [, [, ZI[,, DP t,.]]. Manzini and Savoia (2016: 239) discussing prop-
agation of /u/ in Southern Italian dialects propose that propagation in pho-
no-syntactic contexts is triggered by a configuration where ‘the trigger bears
an argument-of relation to the target’. All in all, in the dialects above exam-
ined, RF is generally lexically governed, connecting to the lexical property of
a subset of monosyllabic verbal forms. Some dialects introduce a restriction,
excluding RF from actives and, mostly, unaccusatives as well. This could
suggest that the sandhi between T and v/AspP may be sensitive to the speci-
fications associated to the edge of v; more precisely, the EA position involved
in the agreement of the auxiliary verb is able to block RF, considering that
also be implies the agreement with the external argument in actives and un-
accusatives. Passive and copular contexts, on the contrary, do not obey the
requirement, but introduce structure only endowed with the internal role.

6. Conclusions

This article aimed at reviewing some of the main phenomena concerning
the auxiliary perfective paradigms involving the alternation between be and
have both in the Central and Southern Italian dialects and in the varieties of
East Piedmont. The topics we have explored are the following:
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(i)  Auxiliary selection and the structural properties corresponding to

have and be;

(ii) Distribution of clitics with Aave and be;

(iii) Morpho-syntactic nature of non-active/ passive (vs active);

(iv) The participle and its agreement;

(v) DPerson split;

Notion of phase and morpho-phonological processes of externalization.

Our purpose has been to investigate the micro-variation showed by these
dialects and the complex interactions of different morpho-syntactic proper-
ties, seeking to report them to a set of structural or interpretive principles in
the spirit of the recent assumptions of the biolinguistic framework.

The starting point of our analysis has been the characterization of
the participle as a sort of aspectual adjective that passive exploits in order
to exclude the EA as a possible subject. The participle is also examined in
connection with the agreement mechanisms implemented by those dialects
where participles are able to agree with the subject of transitives. In doing
this we have relied on the hypothesis that be and have have lexical entries
endowed with a lexical content encoding different syntactic organizations
associated to the externalization of different person referents — person split.
The position of OCls, in enclisis or proclisis, contribute to providing evi-
dence in favour of the different syntactic and interpretive properties of the
two auxiliaries. A crucial topic has to do with the hypothesis that exter-
nalization of the auxiliary-participle complex - specifically the application
of RF between auxiliary and participle - could reflect differences in the
phasal properties splitting actives from passive and copular contexts. In
order to deepen this point, we have investigated the behaviour of RF in
some of the varieties involving the person split, concluding that the more
reasonable hypothesis is that RF is based on the lexical properties of the
triggering forms.
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Abstract:

This paper deals with the applicative-causative syncretism, which is
a pattern of morpheme polysemy attested in many different natural
languages. We basically interpret the causative-applicative syncretism
as based on a shared syntactic configuration. Specifically, we argue
that the syncretic morpheme under investigation is the ‘applicative’
counterpart of an adpositional/case elementary relator (Manzini and
Franco 2016; Franco and Manzini 2017a), attaching instrumental
or benefactive obliques (High Applicatives, cf. Pylkkinen 2002,
2008) to the verbal spine. We follow Bellucci (2017), Manzini and
Savoia (2018) in assuming that causees in causative constructions
can be introduced as obliques, linked to the same structural posi-
tion as High Appls. The causative reading of the sentence is driven
by interpretive means (cf. Franco and Manzini 2017a). This readily
explains the possibility of encoding causative and applicatives with
the same lexical items.
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1. Introduction: the applicative-causative syncretism

This paper deals with the applicative-causative syncretism, which is a
quite overlooked pattern of morpheme polysemy attested in various nat-
ural languages. The applicative is usually understood as “a construction
in which a verb bears a specific morpheme which licenses an oblique, or
non-core, argument that would not otherwise be considered a part of the
verb’s argument structure” (Jeong 2007: 2). Baker (1988), Bresnan and
Moshi (1990) argue that the extra-arguments associated to applicative
morphemes typically encode benefactive or instrumental participants.
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Typologically, however, applicative constructions commonly licence other
theta-roles, among which goal, locative, and source relations (Baker 1992;
Peterson 2007, inter alia).

In current generative literature the terms “applicative” (Marantz 1993;
Pylkkinen 2002, 2008; Cuervo 2003, 2010 inter alia) is also used to refer
to oblique/indirect objects of the verb that precedes the theme/patient ob-
ject in languages like English without an overt applicative marker. For in-
stance, Marantz (1993) assumes that English double objects of the type of
1 gave Mary a letter actually instantiate applicative structures with a covert
applicative morpheme.

In this work, we analyze the syntax of those languages which have mor-
phological devices that change verbs into their causative forms and in which
such causative morphemes happen to have the same lexical shape as an appli-
cative introducing a non-core (oblique) argument. The applicative=causative
syncretism is quite widespread from a cross-linguistic point of view, as doc-
umented in McDonnell (2013). Consider the data in (1) to (3), where the
applicative=causative morpheme is highlighted in bold.

(1) Kinyarwanda (Jerro 2017: 753)

a. Habimana y-a-men-a igi-kombe
Habimana 1.sBJ-psT-break-1pFv 7-cup
‘Habimana broke the cup’

b. Habimana y-a-men-esh-cje umw-ana  igi-kombe
Habimana 1.sBj-psT-break-caus-prv  1-child 7-cup
‘Habimana made the child break the cup’

c. Habimana y-a-men-esh-eje igi-kombe  in-koni
Habimana 1.sBJ-psT-break-appL-PFV  7-cup 9-stick

‘Habimana broke the cup with a stick’

(2) Javanese (Hemmings 2013: 168ff)

a. kucing mangan iwak
cat eat fish
‘the cat ate fish’
b. aku mangan-i  kucing iwak
1SG eat-CAUS cat fish
T fed the cat fish’
c. pelem nyeblok-i  genteng émah-ku
mango fall-appL  roof house-1sG.ross
‘a mango fell on the roof of my house’
a. ¢&s nyair
ice melt
‘the ice melted’
b’. aku nyair-aké &
ISG melt-cAus  ice

‘T melted the ice’
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c. aku masak-aké Karolina jajan
1SG cook-arrL  Karolina cake
‘T baked Karolina a cake’

(3) Porhépecha (Capistrdn Garza 2015:145fF)

a. Xwinu xwé-s-D-ti tsiri
Juan bring-PRE-PRS-3IND corn
‘Juan brought some corn’

b. Maria xwié-ra-s-J-ti Xwiénu-ni tsiri
Maria bring-cAUS-PRE-PRS-3IND  Juan-OBL corn
‘Maria made Juan bring some corn’

c. xi tsintsu-ni  xwa-ra-s-J-ka-ni its
ISG pot-OBL bring-APPL-PRF-PRS-1/2IND-15G.SBJ water

‘I brought some water with a pot’

The examples in (1) illustrates the causative=instrumental applicative
syncretism in Kinyarwanda, a Bantu language spoken in Rwanda (Kimenyi
1980; Jerro 2017). In this language, the applicative morpheme —ish/-esh intro-
duces both a causative and an instrumental applicative reading. The example
in (1a) shows a canonical transitive sentence with an external and an internal
argument, while the verb bearing the —ish/-esh morpheme in (1b) and (l¢) in-
troduces three participants. In (1b), the reading is causative: an agent causes
the child to break the cup. Conversely, in (1c), we are faced with an instru-
mental reading: an agent directly acts on the cup, by using a stick in order to
break it. As extensively illustrated in Jerro (2017), the causative=instrumental
syncretism is very pervasive in Kinyarwanda. Jerro (2017: 753) argues that:
“neither traditional analyses of causatives nor applicatives can naturally be
extended to syncretic morphemes such as —ish since causativization is an ope-
ration that adds a new causer subject, while applicativization is an operation
that adds a new object.” The question is: do the features of the added parti-
cipant ensure that the instrumental is a object? We will show that there are
languages in which it is possible to assume an oblique status for the extra-
participant licensed by the applicative morpheme.

In Javanese (Austronesian), the applicative morpheme — ()i encodes
a locative relation (2¢). As illustrated in Hemmings (2013), this item is
also used as a causative morpheme with verbs of an underlying transi-
tive verbs, especially ingestive verbs such as “eat”, “drink” and “smell”, as
in (2b). This sufhix also functions as a causative with intransitive verbal
roots, typically those denoting states or “inactive situations” (Shibatani
and Pardeshi 2001).! In addition, the suffix -24¢ is commonly used as a

! For instance, the pair die-kill (=cause to die) is rendered via the addition of the suffix
—(n)i in Javanese, as shown in (i).
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causative marker with intransitive verbs that denote change of state like
“open” and “melt”, as shown in (2b’). The suthx —aké also encodes ben-
efactive relations, as illustrated in (2¢).

Finally, the examples in (3) illustrated the causative=instrumental applica-
tive in P’orhépecha, a language isolate spoken in the North-Western region of
Michoacdn in Mexico. The suffix —7a (and its allomorphs, cf. Capistrdn Garza
2015) introduces both a causative (3b) and an instrumental reading (3¢). Note
that the added participants, namely the causee in (3b) and the instrument in
(3¢), bear an oblique —77 inflection. This is crucial for assuming that the ap-
plied argument retain oblique status (cf. Section 3 and 5). We will mainly use
P’orhépecha to illustrate our analysis of the causative=applicative syncretism.

In his typological survey, Peterson (2007) assumes that there are two
kinds of applicative/causative syncretism (“isomorphism” in his terminology):
benefactive/malefactive applicative/causative and comitative/instrumental
applicative/causative. We have seen, with the examples from Javanese, that
we may also find locative-applicative/causative syncretism. Peterson (2007)
argues that there is a “dividing line” between benefactive applicatives and
causatives, marked by the semantics of the verbal predicate involved: only
intransitive (unaccusative) predicates would be turned into causatives by the
“benefactive applicative”. According to Petersen, transitive predicates cannot
encode a causative reading when they bear a benefactive applicative marker.
Peterson (2007: 133-134) says that “benefactive constructions are often based
on a schema of giving, and because of this, benefactive constructions often
require that there be associated with the event they depict the normal par-
ticipants in a giving frame. In particular, there must be a giver, a recipient,
and, crucially, there must be a gift to be transferred. Hence, an intransitive
base event will not have enough participants to work in the construction,
but a transitive base event will”.

Actually, cross-linguistic data do not seem to support Peterson’s claim.
As shown in Sneddon (1996), the Indonesian benefactive-applicative mor-
pheme —kan, illustrated in (4), can encode a causative meaning with a set of
transitive verbal roots, as in (5).

(i) Javanese (Hemmings 2013: 168ff)
a. wong  kaé mati
man dem die
‘that man died’
b. aku maté-ni wong  kaé
Isg die-caus man dem

T killed that man’
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(4) Indonesian (Sneddon 1996: 80)

a. pelayan mengambil segelas air
waiter take a.glass.of water
“The waiter took a glass of water’

b. pelayan mengambil-kan tamu segelas  air
waiter take-APPL  guest a.glass.of water

“The waiter brought the guest a glass of water’

(5) Indonesian (Sneddon 1996: 74, 76)

a. wanita itu mencuci pakaian saya
woman that wash clothes 1SG
“That woman washes my clothes’

b. saya mencuci-kan pakaian ~ wanita itu
1SG wash-caus  clothes woman that

‘I have my clothes washed by that woman’

Peterson proposes an externalist explanation also for the instrumental
applicative=causative isomorphism. He claims that: “as long as a language
allows causees to be inanimate, then the possibility of interpreting an inani-
mate causee as an instrument is available; this seems like a minor extension to
make” (Peterson 2007: 135-136). We recognize that Peterson’s intuition is on
the right track in assuming that instruments are nothing else than inanima-
te causee-like arguments (cf. Franco and Manzini 2017a, and the discussion
in Section 5). However, we will try to avoid shift of meaning and potential
grammaticalization patterns in accounting for the syncretism between the
causee role and the benefactive/instrumental/(locative) one in those langua-
ges that make use of verbal affixes to encode them. We will provide instead
an explanation based on the idea that the construction involved may share
the same syntax and that syntax drives those interpretations that are (struc-
turally) allowed.

To our knowledge, there are no formal syntactic attempts trying to
capture Caus=Appl. Recently, Jerro (2017) provides a semantic analysis of
the syncretism between instrumental applicative morphology and causative
morphology in Kinyarwanda assuming an operation that adds a novel layer
(and the associated participant) into the causal chain denoted by the event.
Specifically, Jerro’s idea is that this new causal layer can be interpreted as ei-
ther initial in the overall causal structure — deriving a causative reading — or
intermediary — deriving an instrumental reading. Jerro leaves a precise syn-
tactic implementation of his proposal for his future research. In this paper,
we will show that the causal nature/interpretation of the morpheme adding
a new participant to an event is actually possible given a very basic ‘inclusion’
relation instantiated by the applicative/causative morphology. Franco and
Manzini (2017a) dubbed this loose relation “concomitance” with an event.
We adhere to their view, assuming that a “concomitant argument” can be
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variously interpreted as the causee, the instrument, the beneficiary of a given
event, under the right syntactico-pragmatic conditions.

The rest of the paper is structured as follows. In Section 2 we provide a
theoretical background for our proposal, assuming that the syntactic projec-
tions of predicates and functional features/categories is mediated by the lexi-
con, which organizes these contents in different language-specific manners.
In Section 3, we introduce our interpretation of applicatives, arguing that
they are not qualitatively different from oblique cases, adpositions or serial
verbs: all these items are different lexical realizations of a relational ‘inclu-
sion’ predicate, whose role is to add non-core participants to the verbal spine.
In Section 4 we will sketch a possible syntactic template for causatives, based
on the idea that causees may be encoded as oblique (external) arguments put
forth in recent work by Bellucci (2017), Manzini (2017), Franco ez al. (forth-
coming). In Section 5 we formulate an analysis for the Appl=Caus syncretism,
interpreting such phenomenon as relying on a shared syntactic configuration,
based on data from P’orhépecha. The Conclusions follow.

2. Theoretical Background: syncretism beyond paradigms/categories

Our working hypothesis, stemming from Manzini and Savoia (2011), is
that the map of functional categories should be redrawn, by considering that
the functional lexicon is not precompiled in the universal (computational)
component of syntax in a cartographic fashion (cf. Cinque and Rizzi 2010).
Conversely, we assume that functional categories are drawn from the same
conceptual inventory as lexical ones.

The main idea is that functional categories externalize properties and
relations that are not qualitatively different from those realized by the sub-
stantive lexicon, only more elementary, and therefore typically partitioning
the conceptual universe into much vaster classes than the exponents of (tradi-
tional) lexical categories (i.e. nouns, verbs, adjectives, cf. Baker 2003). Essen-
tially, we take a view under which the lexicon precedes syntax, and projects
it, in keeping with the minimalist postulate of Inclusiveness (Chomsky 1995;
Manzini, Savoia 2011, 2018; Manzini 2017). Thus, the question how the items
projected from the lexicon, including the “isomorphic” applicative and causa-
tive morphemes focus of the present study, interact with one another under
syntactic Merge (effectively projecting syntactic structures) becomes crucial.

We take as our starting point the existence of a universal conceptual in-
ventory; at least the categories of the conceptual system recruited by language
must therefore be universal. While the underlying conceptual organization
is universal, the linguistic lexicon cuts it in language-specific manners, ac-
counting for the largest portion of language variation. Following Manzini
and Savoia (2011, 2018), Manzini ez a/. (2015), Manzini and Franco (2016),
Franco and Manzini (2017a, 2017b), among others, we take the position,
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formalized by Distributed Morphology (DM) (Marantz 1997, 2007), that
predicative contents are listed in the lexicon without any sort of categoriza-
tion (as bare roots). Thus nouns, verbs, adjectives are defined by the merger
of some a-categorial predicative content with a nominalizing, verbalizing or
adjectivizing functional head. Despite this, we do not follow DM in assum-
ing that functional categories form a separate, potentially universal lexicon,
a sort of “Platonic ontology” of natural languages (see Manzini 2017; Man-
zini and Savoia 2018). On the contrary, we argue that externalization of pre-
dicative contents and externalization of functional features/categories pass
through the same lexicon.

An empirical issue that crucially interacts with the organization of the
lexicon is syncretism. DM basically says that syntax operates on abstract
features, roughly corresponding to the descriptive categories of traditional
grammar (Calabrese 1998, 2008). Opacization operations, which blur the
syntactic (full) feature specification, give rise to syncretisms. Specifically,
given a realizational conception of the lexicon of the type assumed by DM,
certain abstract clusters of features may be realized by certain phonologi-
cal strings — with syncretisms simply treated in terms of Underspecification
and other morphological readjustments (i.e. Impoverishment, Fusion, Fis-
sion, see Noyer 1992; Halle 1997; Harley 2008, inter alia). A stronger posi-
tion could in principle be assumed — namely that syncretisms correspond to
natural classes and operate outside the paradigms of traditional categories
(cf. Manzini and Franco 2016).?

To the extent that paradigms are the traditional layout of teaching and
descriptive grammars, there is no doubt that they are capable of present-
ing an exhaustive picture of the entire (say) nominal or verbal declension of
a language. Nevertheless, the theoretical framework adopted here predicts
that paradigms exist nowhere in the competence of speaker-hearers; in other
words linguistic data are organized in non-paradigmatic fashion: primitives
are too fine grained and the combinatorial possibilities afforded by Universal
Grammar too many to achieve a perfect match to descriptive (macro)classes.

In short, we adopt the junction of externalization processes and the
syntactic module as our main domain of research and this paper is part of
a series of works on and around the domain of (cross-categorial) syncretism
(e.g. Manzini, Savoia 2018; Franco 2018, Franco et al. forhcoming, inter

2 The idea that syncretisms correspond to natural classes is certainly not novel. Jakob-
son (1936) assumes that syncretism can be taken to reveal the fine-grained structure of a set
of underlying (binary) featural distinctions. In recent literature this idea is strongly associ-
ated with the work of Gereon Miiller (cf. e.g. Miiller 2007). This is deemed to be too strong
a position face to empirical evidence — yet the conclusion is based on assuming/revising the
traditional repertory of categories and features (cf. also Stump 2001; Baerman ez a/. 2005;
Grimm 2011, among others).
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alia), starting from the (radical) assumption that paradigms have no theo-
retical status, not even as derived constructs. So, we will use the term “syn-
cretism” to refer to homophony/isomorphism outside of paradigms (as, for
instance, in Francez and Koontz- Garboden 2016, 2017). An alternative label
for the kinds of phenomena that we will address in our work could be “poly-
functionality”. Actually, we are not interested in individuating functionalist
grammaticalization paths (cf. e.g. Heine, Kuteva 2002), but in detecting an
inventory of lexical primitives shaping morpho-syntactic derivations — as we
will try to outline in what follows, targeting applicatives.

3. On the nature of Applicative heads: relations beyond categories

As we have highlighted in Section 1, applicatives are constructions em-
ployed to license an oblique/ non-core participant within a given sentence.
Thus, it is fairly intuitive to link applicatives with other devices commonly
employed, cross-linguistically, to introduce oblique arguments, namely cases
and adpositions.

We adopt the intuition of Fillmore (1968), for whom oblique cases are
the inflectional equivalent of adpositions and assume that applicatives are
nothing else than adpositions or case morphemes attached (incorporated)
to the main verb (cf. also Aikhenvald 2008). Basically, this is also the idea
of Baker (1988), who claims that applicatives are the result of the incorpo-
ration of a prepositional head into the verb by head movement.? According
to Baker, applicatives reorganize the argument structure in such a way that
the applied object is licensed as the direct object, while the direct object is
turned into an oblique. Baker also assumes that applicatives are allowed for
transitive verbs and are generally prohibited from appearing with intransitive
predicates. This would follow from the fact that intransitives have no Case
to assign, so the applied object would happen to be licensed with no case,
violating the Case Filter (Chomsky 1981).

Actually, as we have seen in P’orhépecha in (3¢) the applied object zszinz-
su bears the oblique inflection -7i (cf. Section 5 for a full description of the
-ni morpheme in P’orhépecha). Thus the idea of Baker that applied objects
are always licensed as direct internal arguments cannot be maintained. Fur-
thermore unaccusatives are free to licence applied objects in P’orhépecha, as
illustrated in (6).

3 A similar approach to applicatives is the one sketched in Caha (2009). He basi-
cally analyzes applicative morphemes on the verb as the spell out of features of an oblique
adposition.
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(6) Porhépecha (Capistrén Garza: 122, 124)

a. tsakdpu wekérhi-ku-s-J-ti Xwiénu-ni
stone fall-APPL-PRE-PRS-3IND Juan-oBL
“The stone fell on Juan/near Juan’

b. mésa-ni kwerdta-ku-sin-J-ti ma  xantsiri
table-oBL be.missing-APPL-HAB-PRS-3IND one leg/foot
“The table is missing a leg’

c. G-ku-s-@D-ti ma k’wanintikwa Marfa-ni
do/make-APPL-PRF-PRS-3IND one shawl Maria-oBL
‘S/he made Maria a shawl’

In P’orhépecha the applicative morpheme ku (and its allomorph —c4i) in-
troduces participants with respect to whom a given event takes place. Thus, in
(6a) the applied argument delimits the space/domain where the unaccusative
event (‘falling of the stone’) is located and Juan is not a patient-like participant.
The same logic applies to (6b), where an unaccusative predicate expressing in-
completeness introduces the (un)possessor (‘the table’) as an oblique/applied
argument. The example in (6¢) shows that the applicative morpheme —4x also
(canonically) introduces beneficiaries: the item Mary, namely the participant
for whose benefit the action takes place, is again encoded as an oblique.

Hence, it seems that Baker’s original characterization of applicative argu-
ments is not supported by the P’orhépecha data illustrated above. Neverthe-
less, we agree with Baker in assuming that applicatives are adpositional-like
elements attached to the verbal spine. There is plenty of evidence that this is
the correct characterization of applicatives on cross-linguistic grounds. For in-
stance, Craig and Hale (1988) provide strong arguments in favour of an adpo-
sitional source for applicative markers in Amerindian languages. Moreover, as
illustrated in Kimenyi (1980, cf. Peterson 2007; Jerro 2017) many applicative
markers in Bantu languages are of manifestly adpositional nature. Consider
the Kinyarwanda examples in (7), where the allative morpheme 72 can ap-
pear as a preposition (7a) or as a morpheme cliticized (applied) on the verb (7b).

(7) Kinyarwanda (Kimenyi 1980: 89, 94)

a. umwaana y-a-taa-ye igitabo mu maazi
child he-psT-throw-asp book in  water
“The child has thrown the book into the water’

b. umwaana y-a-taa-ye-mu amaazi igitabo
child he-psT-throw-Asp-AppL water book

“The child has thrown the book into the water’

The same pattern holds in Oceanic languages. For example, Durie (1988)
shows that in Mokilese, a Micronesian language spoken on Mwoakilloa, the
instrumental morpheme —4: can appear as an applicative affix on the verb in
(8a), or as an adpositional (stand-alone) item in (8b).
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(8) Mokilese (Durie 1988: 8)

a. ngoah insengeh-ki kijinlikkoano nah pehno
1SG write-APPL  letter his pen
‘T wrote the letter with his pen’

b. jerimweim koalikko  pokihdjj erimweim  siksikko ki
boy big hit boy little  with
suhkoahpas
stick

“The big boy hit the little boy with a stick’

Furthermore applicative items have the same shape as (serial) light verbs
in many different languages (cf. Peterson 2007; Creissels 2009). For instan-
ce in Kwaza (Amazonian Isolate), a Sino-Tibetan language the benefactive
applicative marker —wady is actually the verb for “give” in that language, as

shown in (9b).

(9) Kwaza (van der Voort 2004:373)
a. Kudere-'wa mamané-wady-da-ki.
Canderé-oBL  sing-APPL-ISG-DECL
‘I sang for Canderé’
b. Wera-"'wa haru’rai wady-wady-ta?y-ra.
Vera-oBL armadillo  give-APPL-15G-TMP
‘Give the armadillo (meat) to Vera for me’

In Chickasaw, a Native American language spoken in Southeast Ok-
lahoma, a serial verb form (labelled converbial form in the descriptive li-
terature) of the verb #shi ‘take’, as in (10a), can be attached to the main
verb, and the resulting structure is that of an instrumental applicative, as

illustrated in (10b).

(10) Chickasaw (Munro 2000)

a. tali’ ish-li-t isso-li-tok
rock take-1sG.ACT-CONV hit-1sG.ACT-PST
‘Taking a rock, I hit him’

b. tali’ isht-isso-li-tok
rock APPL-hit-1SG.ACT-PST

‘T hit him with a rock’

Franco (2018), focussing on (light) serial verb meaning GIvE and TAKE
commonly used as ‘valency-increasing’ devices (encoding benefactives, instru-
mentals, comitatives, goal datives, etc.) in Creole/Pidgin languages, argues
that they are relational predicates employed to introduce oblique arguments,
just as cases and adpositions. Given the cross-linguistic evidence provided
above, nothing prevents a given language to use applicative morpheme for
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this purpose: sometimes the different between an adposition and an appli-
cative morpheme or a serial verb and an applicative morpheme is blurred,
as highlighted above. We propese that the underlying syntax is nonetheless
largely the same.

Oblique cases, adpositions, serial verbs and applicatives are different
lexical realization of relational predicates whose role is to add non-core par-
ticipants to a verbal predicate. Following a series of recent works by Manzini
and Savoia (2011), Franco ez 2/. (2015), Manzini et /. (2015), Manzini and
Franco (2016), Franco and Manzini (2017a, 2017b), among others, we lay out
an analysis of the syntax and interpretation of obliques (genitive of; dative 7o,
instrumental wizh, etc.), based on the idea that these items are endowed with
an elementary relational content (inclusion, part-whole) interacting with the
internal organization of the predicate/event.

We provide an approach to categorial variation in (oblique) argument
marking, trying to outline a unified morpho-syntactic component, by which
so-called “cases”, “adpositions” or “applicatives” do not configure a special-
ized lexicon of functional features/categories — on the contrary they help us
gain some insight into the basic ontology of human languages, of which they
pick up some of the most primitive relations (cf. Section 2). These elemen-
tal relations are expressed by different lexical means: case, adpositions, light
verbs, applicatives.

We start from the encoding of dative items. As for dative zo, the line
of analysis of ditransitive verbs initiated by Kayne (1984) is defined by the
hypothesis that predicates like give take as their complement a predication
whose content is a possession headed by 7. Following in part Kayne (1984),
Pesetsky (1995), Beck and Johnson (2004), Harley (2002), among others
we may argue that in (11) a possession relation holds between the dative
(Jack) and the theme of the ditransitive verb (the book). We characterize
the content of 70 in terms of the notion of “(zonal) inclusion”, as proposed
by Belvin and den Dikken (1997) for the verbal item HAVE (cf. also Kim
2012). We associate this content to an elementary part/whole predication
and notate it as S, so that (11a) is roughly rendered as in (11b). In (11b) the
result of the causative event is that zhe book is (zonally) included by Jack
(cf. Manzini and Franco 2016).

(11) a. I give the book to Jack
b. [, give [}, the book [[_ to] Jack]]]]

In the line of analysis illustrated in (11), the alternation between Dative
Shift (as in 7 give Jack the book) and DP-to-DP structures is not encoded de-
rivationally (as in e.g. Larson 1988), but as an alternation between two diffe-
rent base structures. It is possible to assume that the head of the predication
postulated by Kayne for English double object constructions is an abstract
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version of the verb “have”* Franco and Manzini (2017a) argue that this ab-
stract HAVE head assumed for Dative Shift is the covert counterpart of the
adposition ‘with’ (see Levinson 2011). Indeed the with preposition can be
overtly seen in the English minimal pair in (12):

(12) a. I presented the picture to the museum
b. I presented the museum with the pictures

Thus, it is possible to assume for (12b) the representation in (13), paral-
leling the one in (11b). We notate the relation encoded by with as (2), assu-
ming that the possessum/inclusee is the complement of the adposition and
the possessor/inclusor its external argument. Substantially, we face with a
relation which is the “mirror image” of 70 datives where the possessor is the
complement of S and the possessum is its external argument.

(13) [, present [, ,, the museum [[2 with] the pictures]]]]

We also propose that oblique case is simply the name given to elementa-
ry predicative content when lexicalized as an inflection on a noun. Further-
more, syncretism depends on shared content, namely S/2 in the instances
discussed here.

Specifically, in this paper, we claim that applicatives act as S/2 relators,
providing support for the model of grammatical relations just sketched. We
will show that the applicative/causative syncretism is explained in this model.

In the next section, we introduce an analysis of the syntax of causatives,
which we will help us to set up our analysis of applicatives. We will show that
causatives rely on a process of obliquization of the causee. Given the oblique
nature of causees, as well as of instrumentals, beneficiaries, etc. it is predict-
able that natural languages may choose to project the same lexical elements
in the syntactic component to express these kinds of meanings.

4. Causatives and the obliquization of the causee

Recently, Bellucci (2017), Manzini (2017), Franco ez al. (forthcoming)
argue that causees in causative constructions can be analyzed as oblique
agents, configuring a syncretism of goals and agents in Italian (and, poten-
tially, elsewhere). Consider the data in (14).

* For Harley (2002) the head of the predication in an English Dative Shift sentence is
an abstract preposition P, ., for Beck and Johnson (2004), the head of the predication is
an abstract verb HAVE. Pesetsky (1995) limits himself to an abstract characterization of the

predicate head as G.
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(14) Italian
a. Ho fatto pulire la stanza a/da Gianni
‘T made Gianni clean the room’
b. Ho dato un libro a Gianni
‘I gave Gianni a book’
c.  Michele ¢ stato ucciso da Gianni

‘Michele has been killed by Gianni’

The example in (14a) shows that causees in Italian can be introduced in-
differently by the adposition # or by the adposition da (with a set of possible
restrictions not taken into consideration here, cf. Folli and Harley 2007). The
preposition « is the common device to introduce goals/recipients, as shown
in (14b). In (14c), we may see that the adposition dz is linked to the expres-
sion of agents in passives.

It is possible to account for the data in (14) assuming that in causative
constructions, 2 phrases can be construed as agents (quirky subjects), con-
figuring a common lexicalization (a syncretism in our view, cf. Section 2) of
goals and agents (see Franco ez a/. forthcoming).

Baker (1988) argues that causative constructions of the Italian type,
as sketched in (14a) are derived by movement of the embedded VP to a
position contiguous to the matrix causative verb, from where incorpora-
tion of V to the causative predicate can occur. Thus, we are faced with a
“restructuring” (Rizzi 1978) of the arguments of the embedded sentence:
according to Baker, a complex predicate like make-clean in (14a), imply-
ing the presence of a causer, a causee and a theme/patient aligns them in
the same fashion as ditransitive predicates, namely nominative-accusative-
dative. However, ditransitive consistently interpret the dative as a goal. By
contrast, goal interpretation does not characterize the causee (see Section
5, where we show, for instance, that the causee-instrumental syncretism
spreads far beyond the realm of applicative, cf. also Torrego 2010). Cru-
cially, a problematic aspect of Baker (1988) is that it leaves us without an
account for the da encoded causee (the so called fzire-par construction in
the literature, starting from Kayne 1975), where an embedded active verb
is coupled with an external argument expressed through what appears to

be a by-phrase (Baker 1988: 487, fn. 38).°

> Recently, Belletti (2017) reforms the VP-movement analysis of causatives so as to
bring out the parallel with the smuggling analysis of passive. Thus the @/da phrase in (14)
is constructed as the &y phrase in Collins (2005). The external argument of transitive (or
unergative) predicates embedded under causative verbs, for instance in (14), occupies the
Spec, vP/Voice while being case-marked by the #/da dummy attached to the sentential
spine. We follow Manzini (2017) in rejection the smuggling analysis of passive, as involving
again movement of the VP and — generally — the “dummy” nature of adpositional heads.
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To overcome these difficulties, here we propose that external arguments
in complements of causative verbs simply undergo a process of “obliquization”
(Bellucci 2017), as schematized in (15) — where the external argument is in
its expected Spec, vP position and the vP is itself in situ — for sentence (14a).

(15) [y, fatto ... [,v [, pulire la stanza] [< a/da Maria]]]]

What we must explain is why the complement structure in (15), with the
oblique alignment of the external arguments, could not be embedded under
any other matrix predicate than the causative verb (or a restricted set of cau-
sative/direct perception predicates, cf. also Moreno and Franco 2018). We
follow Franco ez al. (forhcoming) in claiming that a matrix predicate with
pure CAUSE content selects directly a vP — or alternatively an IP lacking
agreement properties and an EPP position. In either instance, an embedded
nominative subject is blocked, forcing obliquization, or existential closure of
the external argument variable, as in (16) (see also Manzini 2018 on passives).

(16) Italian
Ho fatto pulire la stanza
Lhave made clean the room
‘T had the room cleaned’

It is possible to wonder why, of all verbal predicates, it is causative ones
that select this kind of embedding. Franco ez al. (forhcoming) state that
“causative constructions allow a hyper-complex predicate to be formed, ex-
pressing the direct causation (or perception) of a caused event. This must be
at the root of their selection properties (as in other treatments it underlies
VP-movement or V incorporation or complex predicate formation).” In some
languages, as in Italian causativization allows movement of the embedded
object to matrix subject position, as in (17). Crucially, the oblique introdu-
cing the embedded external argument is indifferently z or da.

(17) TItalian
La stanza ¢ stata fatta pulire (a/da Maria)
theroom is been made clean to/by Maria
‘One has had the room cleaned (by Mary)’

On the basis of the analysis of causative structures sketched above, we sub-
scribe with Franco ez al. (forhcoming) analysis of the free alternation of #
and da in (14), or (17), involving the use of the  phrase as an oblique agent/
causer. This configures an example of shared lexicalization (i.e. syncretism)
of goals and agents, which may be understood once we assume that they
have the same general S relator content. With this background in mind we
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are ready to address the causative-applicative syncretism, trying to account
for it in syntactic terms.

5. The causative-applicative syncretism: an analysis

We interpret the causative-applicative syncretism, assuming that the syn-
cretic morpheme is the applicative counterpart of an adpositional/case relator <,
which as we have seen for Italian in Section 4 is able to intruduce goals and causee/
agents among other roles (e.g. allative, locative, etc.) with the same lexical means.
Consider the data from P'orhépecha in (3) repeated in (18) for ease of reference.

(18) P’orhépecha (Capistran Garza 2015: 145fF) =(3)

a. Xwanu xwa-s-@-ti tsiri
Juan bring-PRE-PRS-3IND corn
‘Juan brought some corn’

b. Maria xwa-ra-s-J-ti Xwinu-ni  tsiri
Maria bring-CcAUS-PRE-PRS-3IND  Juan-OBL corn
‘Maria made Juan bring some corn’

c. xi xwié-ra-s-J-ka-ni tsuntsu-n  its
Isg bring-APPL-PRF-PRS-1/2IND-ISG.SB] pot-OBL  water

‘I brought some water with a pot’

The fact that causees and instrumentals (both encoded via the verbal affix —
ra) in Porhépecha are oblique participants is ensured by the fact that they usual-
ly bear the oblique -7 inflection. The direct arguments in (18) do not bear such
inflection: they are left unmarked. It is important to notice that P'orhépecha is
a language that has Differential Object Marking (DOM), subject to animacy,
specificity, definiteness parameters. This explains why direct internal arguments
can occur with the oblique -7 inflection. In the examples in (19) we illustrated
the contrast between the presence or absence of the morpheme -7i with internal
theme/patient arguments. In (19a-¢) the morpheme -7i on the internal argument
yields a definite reading, while the presence of this morpheme on inanimate in-
definite internal arguments yields a specific interpretation, as in (19d).

(19) P’orhépecha (Capistrdn Garza 2015: 31-32)

a. Chalio pya-s-J-ti ganddu/ganddu-ni
Chalio buy-PRE-PRS-3IND cattle/cattle-oBL
‘Chalio bought some cattle/the cattle’

b. xuchi arhd-s-@-ka kuracha/kuracha-ni
IPL ingest-PRE-PRS-1/2IND fish/fish-oBL
“We ate fish/the fish’

c. Pablu eshé-s-D-ti yurhiri/yurhiri-ni
Pablo see-PRF-PRS-3IND blood/blood-oBL

‘Pablo saw blood/the blood’
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d. xi pydaka ma  k'wanintikwa/k'wanintikwa-ni
1SG buy-FUT-1/2IND one  shawl/shawl-oBL
‘T will buy a shawl (non-specific/a particular one)’

P’orhépecha does not have any distinction between DOM and dative
marking: goal recipients are marked with the same —#: inflection, as illu-
strated in (20).

(20) P’orhépecha (Capistran Garza 2015: 68)
x{ intsku-s-@-ka itsi(-ni) marikwa-ni
1SG give-PRF-PRS-I/2IND water-OBL girl-oBL
‘I gave the girl some water/some of the water’

In ditransitive constructions, the goal argument must be case marked,
whereas the theme/patients has the same DOM-like restrictions as the in-
ternal argument of mono-transitive structures. Thus, goals in double object
constructions are marked by the —7: morpheme, even if they are inanimate/
indefinite, as illustrated in (21), where the theme is unmarked and the goal
necessarily bears the item -7i.

(21) P’orhépecha (Capistrdn Garza 2015: 69)

a. inté achdati arhi-s-D-i ampé ma andtapu®(-ni)
that man say-PRE-PRS-3IND  (some)thing one tree-OBL
“That man said something to a tree’

b. pikd-@ mikwa ma tstntsu*(-ni)
take.oft/pull.off-1mp lid one pot-OBL
“Take the lid off a pot’

It is relevant to consider that, cross-linguistically, “oblique” dative adpo-
sition/case is the preferred externalization for DOM objects (Bossong 1985;
Aissen 2003; Malchukov 2008; Manzini and Franco 2016; Manzini ez al.
forhcoming, among others). P’orhépecha is not an exception. We provide just
one other example from Sardinian in (22a).

(22) Orroli (Sardinia, Manzini and Savoia 2005):
a. appu tserriau  (a) un ommini/ su yani
Lhave  called DOM  a man the dog
‘I have called a man/the dog’

b. [, [, tserriau [,,_a [, un ommini]]]]

pPc Dr

According to Manzini and Franco (2016) the syncretism of dative and
DOM, is based on the fact that the same lexical content < (cf. Section 3) is
instantiated in both contexts, as seen in structure (22b) for sentence (22a).
As illustrated in (22b), object DPs highly ranked in animacy/definiteness/
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specificity require for their embedding the same elementary oblique-intro-
ducing predicate S required for goals/recipients (as well as for causees, as
we have shown in Section 4). Indeed, we have seen that in (11b) above the
arguments of S are the two DPs, respectively Jack and the book, the former
being in possession of the latter as the result of the event of giving. In (22b),
the two arguments of S (instantiated in Sardinian by the goal adposition 2)
is again its object DP (un ommini ‘the man’) — however it is not clear what
its external argument might be.

Manzini and Franco (2016) follow the standard idea of Hale and Keyser
(1993), Chomsky (1995), who assume that transitive predicates result from
the incorporation of an elementary state/event into a transitivizing v layer.
Within such a framework, (22b) can be rendered as ‘I cause the man to have
a call’, where ‘him’ is the possessor of the ‘call’ sub-event. Therefore the
relation holds of a DP (#h¢ man) and of an elementary event ‘the call’ (see Tor-
rego 2010; Pineda 2014 for different implementations of the same basic idea).

We can assume that the same state of affairs holds in P’orhépecha. For
example we can give the representation in (23) for (19¢).

23) [, v [y, eshé [, [, yurhiri]  _ni]]]

We propose that, given the theoretical approach just sketched above, it
is possible to assume that all the NPs bearing the inflection —77 in P’orhépe-
cha are oblique participants, requiring a relational predicate to be inserted
into the verbal spine.® The arguments of adpositions, as in (24a), and appli-
catives, as in (24b,c), require the same —7: inflection.”

¢ An unnoticed (but crucial) fact in providing evidence for a “relational” content of
such morpheme, is that the same 77 is employed to express the lexical item “chest”/“cavity”,
namely it conveys a (relational, part-whole) body-part meaning. This morpheme may also
denote (when applied as a verbal affix) a ‘part of” the argument encoded in subject function,
as in (ia, b), or “an area of” the place where this argument is or becomes located, as in (ic).
(@i P’orhépecha (Capistrdn Garza 2015: 207ff)

a. Marfa  p’4d-ni-s-D-ti
Maria  touch-cavity-prf-prs-3ind
‘Maria touched her breast’
b. porhéta xawd-ni-s-J-ti
hole deepen-cavity-prf-prs-3ind
“The hole is deep’
c. x{ weké-ni-s-J-ka kawdru
Isg fall-cavity-prf-prs-1/2ind ditch
T fell into the ditch’

7 As shown in Svenonius (2002, 2007) C-selection, as the determination of syntactic
conditions on a dependent, hold only between a head and its complement. For example, a
verb usually may determine idiosyncratic case on its internal arguments, but not its exter-
nal arguments. Cross linguistically, adpositions quite commonly determine the case of a
complement. Following Svenonius, this can only be demonstrated using language-specific
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(24) P’orhépecha (Capistrdn Garza 2015: 106fF)

a. Marfa-eri kachi wiantiku-na-s-@-ti  Chalio-ni  ximpé
Maria-GEN pig kill-pAss-prRE-PRs-31ND Chalio-0BL postp
‘Maria’s pig was killed by Chalio’

b. imd achdati  wdntiku-p’i-ra-s-@-ti pistéla-ni
that  man kill-INDF.OBJ-APPL-PRF-PRS-3IND gun-oBL
“That man killed (people) with a gun’

c. Marfa-ni xané-appl-s-J-ti ma kardkata
Maria-oBL arrive-APPL-PRF-PRS-3IND one writings

‘A letter arrived for Maria’

Following Franco and Manzini (2017a) we argue that adpositional/ap-
plicative items (in languages with or without inflectional obliques), provide
restrictions of the basic contents such as (€) / (2), as illustrated in (25). This
is evident in the example in (24a), where at least two structural layers cha-
racterize the demoted agent Chalio-ni ximpé ‘by Chalio’. The deepest layer
is the oblique —7: case inflection (a (S) relator in present terms), simply in-
troducing the additional argument/participant to the spine of the event. We
can take the specific agentive relation to be introduced by the Postpostio-
nal layer, which can be taken to be an Axial Part (AxPart) shifted to a non-
locative domain (Svenonius 2006), or a category which is the non-locative
counterpart of AxPart. The same reasoning is possible for instrumental (24b)
and benefactive (24c¢) applicatives in P’orhépecha.

25) ... [ [ Ly Chalio] -ni] ximpd)]

Nothing prevents even further layers from specifying the reference of
an oblique argument. For instance, in P’orhépecha the applicative meaning
can be ‘doubled’ by adpostional/case inflection values. Indeed, instrumen-
tals can be introduced as obliques via the postposition ximpd (26a),® throu-
gh the instrumental case —mpu (26b), by the applicative/causative —7z and
(allomorphs), as already shown in (3b,c)=(18b,c) or by a combination of the
applicative morpheme and case/adpositional devices, as in (26¢, 26d).

(26) P’orhépecha (Capistran Garza 2015: 114fF)
a. xi ichdrhuta-ni ximpé xwé-a-ka platsimu
IsG canoe-OBL  POSP bring-FUT-1/2IND  reed
‘I will bring reed in the canoe/by canoe’

diagnostics of c-selection We can assume that in P’orhépecha adpositions (and applicatives)
consistently mark their complements as obliques.

® Note that the adposition recruited to introduce instrumentals in P’orhépecha is the
same introducing demoted agents (cf. (23)). This use of the same lexical item to intruduce
agents and instruments is quite common cross-linguistically (cf. Palancar 2002).
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b. kachiku-s-@-ti k’ wiripita kuchiyu-mpu
CUt-PRE-PRS-3IND meat knife-iNsT
‘S/he cut some meat with the knife’

c. kardkata-icha  kard-ra-na-sin-J-ti l4pisi-icha-ni ximpd
writings-PL write-INST-PASS-HAB-PRS-3INDpencil-pl-obl  posp
‘Letters are written with pencils’

d. tsintsikata-icha d-ra-na-s-@-ti kuchdra-mpu
fence-rL make/do-INST-PASS-PRE-PRS-3IND trowel-INST

“The fences were built with a trowel’

The availability of different means/layers to encode obliques is very com-
mon crosslinguistically. Just consider the Italian pair in (27), where the same
instrumental value can be expressed either by the adposition con or by the
lexical string per mezzo di (‘by means of’).

(27) Italian
a. Haavvertito la fidanzata con un telegramma
‘S/He alerted the fiancée with a telegram’
b. Ha avvertito la fidanzata per mezzo di un telegramma
‘S/He alerted the fiancée with a knife’ (lit. *...for mean of a knife’)

Now that we have provided evidence for the oblique status of the ‘object’
of applicative morphemes (at least in P’orhépecha), we can illustrate our
analysis of the applicative=causative syncretism.

We follow Pylkkinen (2002, 2008) in assuming that there are two ba-
sic kinds of applicative arguments: a High Applicative which is introduced
by a head attaching outside of VP and relating an individual to an event and
a Low Applicative argument which is introduced by a head attaching below
VP and relating two entities involved in a transfer of possession (i.e. “in a giv-
ing environment”). As for interpretation, in the Applicative literature (Pylk-
kinen 2008: 13), instrumentals and benefactives are assumed to be encoded
as High Appls, as opposed to Low Appls like goal datives: High Appl heads
appear in an intermediate position between VP and v and express a relation
between the oblique argument in their Spec and the VP event. We follow
the Appl literature in assuming that instruments/benefactives correspond to
High Appls, generated in an intermediate layer between VP and vP. Note
that in P’orhépecha instrumental and benefactive applicatives represent the
layer most closely associated to the verbal root: no other suffixes can be in-
serted between them.”

? When benefactives, instrumental and causative meanings are lexicalized by different
morphemes in natural languages, their ordering in the verbal skeleton is quite free, as shown
by Buell and Sy (2006) for Wolof, undermining a cartographic/nanosyntactic approach to
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Based on the discussion of instrumentals (and benefactive) in Fran-
co and Manzini (2017a), we propose that these relations can be reduced
to an inclusion predicate notated as (2) (cf. the representation in (13)).
This yields a simplified structure of the type in (28), where the instru-
mental Appl(2) takes as its two arguments the oblique DP instrument
and the VP event.!”

(28) a. xix wd-ra-s-J-ka-ni tsuntsu-ni  its
1SG bring—APPL—PRF—PRs—l/2IND-ISG.SBJ pot-OBL water
‘I brought some water with a pot’

b. vP

%P
DP

xi v VP

N
VP ApplP(2)

e N
Appl(2 DP

ra . -
tsuntsu-ni

In (28) the (2) relation holds between ‘a pot’ and the event of ‘water bring-
ing’, saying that such event includes ‘a pot’. Following Alexiadou ez a/. (2015),
Schifer (2012), Franco and Manzini (2017a), we assume that instruments
are naturally associated with transitive events. Nothing prevents however
applicative arguments to be introduced by unaccusative predicates (e.g. as
causers, locatives, etc.), as we have seen in (6a,b), but instruments are exclu-
sively defined in the presence of an external argument introduced by vP (cf.
also Bruening 2012).

Instruments are inanimate objects of APPIP/PP/KP(2) included in a
caused event. The general interpretation of the structure in (28) is that the
object of Appl(2) is a “concomitant” participant of the VP result state (cf. the
discussion in Section 1). It basically says something like: “I caused brought

Appl=Caus. Note however that they are still the morphemes more tightly attached to the
root and that no TMA markers can be inserted in between.

' An anonymous reviewer wanted us to adhere to the structure proposed in Franco
and Manzini (2017), in which the instrumental DP is the sister of the relator (2) and the
VP event is its specifier. We have fulfilled her/his request. Nevertheless, we just point out
that, standardly, applied instrumental participants are taken to be generated in Spec,AppIP
(cf. Pylkkinen 2008) right above V. Thus, we can imagine an alternative structure in which
the (2) relation takes the VP event as its complement and the instrumental participant as
its specifier. The same holds for causees, as illustrated in the structure in (31b). We leave this
issue for future research of the topic.
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water and this result includes a pot”. Namely, the VP result event is in turn
embedded under a causation predicate; in this precise context, it is interpreted
with the inanimate oblique playing the role of ‘instrument of” the external
argument in Spec,vP (the initiator of the event, cf. Marantz 1984) (Franco
and Manzini 2017a).

Given the characterization of instruments sketched above, it is possible to
see how the same syntax as in (28) is able to introduce the causee of causative
constructions. We have seen that High Appls are responsible for adding an ex-
tra participant to an event and that the P’orhépecha morphemes —7z (with the
allomorphs -2, and —zara) increase the valence of a predicate, given that they in-
troduce an argument which is construed as bearing a causee or instrument role.

As we have show in Section 4, causatives in Italian are expressed by a
matrix predicate with pure CAUSE content which selects directly a vP lack-
ing a licensing slot for the expression of the causee as a direct argument (or
an [P lacking agreement properties and an EPP position): Such impoverished
environments crucially lack a structural case position for the external argu-
ment." Applicatives are precisely syntactic devices made available by Univer-
sal Grammar for the introduction of additional non-core arguments in the
verbal spine, when structural positions are unavailable.

The distinction between causees and instrumentals may be blurred also
in language introducing causees and instruments by means of adpositional
devices. Just to give an example, in Hindi the causee usually surfaces as an
instrumental (Ramchand 2011). Moreover consider the following Italian data.

(29) a. Il medico ha fatto guarire il paziente con le/*alle erbe
“The doctor made the patient recover with the herbs’
-> le erbe hanno guarito il paziente
“The herbs cured the patient’
b. Il medico ha fatto guarire il paziente allo/dallo/#con lo specializzando
“The doctor made the trainee cure the patient’
-> ‘lo specializzando ha guarito il paziente’
‘the trainee cure the patient’
a. Il principe ha fatto eliminare il rivale col veleno
“The prince has the rival eminated by the poison’
-> ‘il veleno ha eliminato il rivale’
“The poison eliminated the rival’
b’ 1l principe ha fatto eliminare il rivale al/dal/#con lo scagnozzo
“The prince has the rival eliminated by the henchman’
-> ‘lo scagnozzo ha eliminato il rivale’
‘the henchman eliminated the rival’

" Following Bellucci (2017), we can assume that oblique causees are formally identical
to the oblique subjects found in the ergative alignment.
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In (29a, a-b, b’) the causative predicates can be assumed to have “ina-
nimates causees’ introduced by the (instrumental) adposition con. The fact
that these participants can be interpreted as causees in such contexts is en-
sured by the fact that they can surface as the subjects of the base predicates
from which causatives are derived, as illustrated in the examples in (28). Ani-
mate causees in the same environments are standardly externalized by the
adposition a/da (cf. Section 4). If they are introduced by the con adposition
the only possible reading is comitative, either subject or object oriented (cf.
Yamada 2010). Thus, it is possible to assume that the instrumental marked
inanimate causees in (29) are nothing else than Differentially Marked Cau-
sees, based on an animacy scale. In any event, the link between causees and
instruments in ensured by the Italian data provided above.

Nothing prevents multiple adjuncts in minimalist syntax (Chomsky
1995), and both inanimate (instrument) and animate (canonical) causees
can be present in the same sentence. Following Franco and Manzini (2017:
31) on the ergative instrumental syncretism, we assume that both the causee
and the instrument are adjoined at the VP level. Consider the example in
(30a) and the possible representation in (30b)."? The interpretation is that of
a complex causal chain of the type: “the prince cause the henchmen to cause
the poison to be involved in the killing of a rival”.

(30) a. 1l principe ha fatto eliminare il rivale col veleno al/dal/#con lo scagnozzo
“The prince had the rival eliminated with poison by the henchman’

b. cause
cause VP
ﬁttﬂ /\
v VP
VP ()PP
ST PN
VP @PP () DP
I d Do scagnozzo
eliminare il rivale  (2) DP

con il veleno

12 We abstract away from the issue of the orientation of the € vs. 2 relator, possibly
instantiated by different lexical means in a given language (e.g. @ vs. con in Italian). For a de-
tailed account, the interested reader may refer to Franco and Manzini (2017a), who assume
that (inanimate) instruments are introduced by a € relator. Here, following Manzini ez al.
(forhcoming), we take that a € relator introduce the (animate) causee.
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Hence, it is easy to see how it is possible to have applicative morphemes
recruited to introduce causees and instrumental participants (more gen-
erally arguments linked to the high applicative projection). (High) appli-
catives are elementary relators linking an oblique argument to the event
depicted by a VP. As we have seen in Section 3, they are one of the possible
devices made available by Universal Grammar to increase the valence of
a predicate. Crucially, as already documented in Cole (1983) the syncre-
tism between instrumentals and causees is widespread beyond the realm
of applicatives: instrumental adpositions and instrumental cases are often
employed as the unmarked way to encode the causee in many different
languages (e.g. Hungarian, Kannada, Hindi etc., just to mention some
non-exotic examples).

Thus, for what specifically concerns the applicative-causative syncre-
tism, we may simply assume that causees are inserted in the syntax as ‘ap-
plied arguments’ (just as instrumentals, beneficiaries or other roles linked to
the High Appl projection). A possible representation is given in (31) for the
P’orhépecha example in (18b). We assume that the structure is practically
the same as in (28).

(31) a. Marfa xwi-ra-s-@J-ti Xwdanu-ni tsiri
Maria bring-CcAUS-PRE-PRS-3IND Juan-oBL corn
‘Maria made Juan bring some corn’

b. vP
/\VP
DP /\
Maria v VP
/\
VP ApplP(9)
xwd tsiri Appl(©) DP
e Xwdnu-ni

Following Franco and Manzini (2017a), the (2) relation between the applied
(causee) argument and the VP event in (31) yields inclusion in an event/con-
comitance with it. The causee applicative (2) is in turn embedded under a
causation predicate (vP), just like the instrumental applicative. The causative
reading is then inferred based on what the structure actually says, namely —
for (31): “Maria caused the inclusion of Xwdnu (or Xwdnu to be included)
in the event of ‘bringing corn”. Thus, the applicative data illustrated in this
paper strongly support Franco and Manzini (2017a)’s idea that S / 2 are
linked to vP or VP predicates as generic ‘oblique’ participants. Specifically,
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we can assume that causees and instruments are distinguished depending on
a rather elementary ontology including the ranking of the event oblique par-
ticipants in the animacy hierarchy (here, evidently human vs. non-human,
cf. also Peterson 2007).

6. Conclusion

This paper addressed the applicative-causative syncretism, which is an over-
looked pattern of morpheme polysemy attested in many different natural
languages. We interpreted the causative-applicative syncretism as based on
a shared syntactic configuration. Specifically, we have argued that the syn-
cretic morpheme under investigation is the applicative counterpart of an
adpositional/case elementary relator (Manzini and Franco 2016; Franco and
Manzini 2017a), attaching instrumental or benefactive obliques (High Ap-
plicatives, cf. Pylkkdnen 2002, 2008) to the verbal spine. We follow Bellucci
(2017), among others, in assuming that causees can be introduced as ob-
liques, potentially linked to the same structural position as High Appls. The
causative reading of the sentence is interpretively driven, while the syntax is
basically the same as for the instrumental (cf. Franco and Manzini 2017a).
This explains the possibility of encoding causatives and applicatives with the
same lexical material.
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Abstract:

This paper investigates the distribution of adjectives in Ancient Greek,
with the aim of comparing it to Standard Modern Greek. We use a se-
lection of texts from Classical Attic and New Testament koiné. In An-
cient Greek, like in Standard Modern Greek, all types of adjectives are
allowed in prenominal position, and there is no evidence of movement
of the noun over prenominal adjectives. As far as postnominal adjec-
tives are concerned, in Classical and New Testament Greek they are
systematically articulated in definite DPs, in a structure similar to the
so-called polydefinite construction, that is typical of Standard Modern
Greek. There is little evidence, in the texts explored, of structures of the
type Article Adjective Article Noun, which are instead very common in
Standard Modern Greek, and have been assumed to result from front-
ing the constituent [Article+Adjective] from its postnominal position.
Finally, in Ancient Greek, there are cases of postnominal articulated
non-adjectival modifiers of the noun, which are impossible in Stand-
ard Modern Greek. The paper explores these patterns, with particular
attention to the mechanisms underlying polydefiniteness.
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1. Introduction’

In this paper we attempt a preliminary description of the distribution
of adjectives in Ancient Greek (henceforth AG) based on current theoreti-
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cal assumptions about adjectival modification in Standard Modern Greek
(henceforth SMG). Our survey is based on the systematic scrutiny of the
following sources:*

(1) a. Classical Attic: Plato’s Apology, Cratylus and Symposium (CG)
b. Hellenistic koiné: the four Gospels (NTG)

From the aforementioned texts, we selected all the nominal struc-
tures containing (at least) one adjective which modifies a visible head noun.
Amongst them, we singled out the following ones: nominal structures found
in argument position (i.e. subjects or direct complements of verbs), nomi-
nal structures found in the complement position of a prepositional phrase,
nominal structures used as adverbials. We excluded those found in predica-
tive position, vocatives and discontinuous structures (Devine and Stephens
2000). We kept apart cardinal numerals, £tepoc, GAhog and povog. Finally,
we didn’t consider, in the present analysis, the distribution of universal, in-
definite and negative quantifiers.?

The data are described in section 3, where we sketch an overview of the
distribution of adjectives in our corpus, focusing in particular on:

(2) a. Prenominal adjectives. We provide a synopsis of the classes of adjectives
found in prenominal position.

b. Postnominal adjectives. We show that (most of) the adjectives found in
prenominal position are also found in postnominal position. In the latter
case, in definite DPs, they are systematically preceded by a copy of the
definite article, a phenomenon very similar to the so-called “polydefi-
niteness” in SMG.

?'The discussion proposed in this paper is based uniquely on the data which we collected
from a detailed inspection of the textual sources listed in (1). Thus, what we propose here
is a description of the “grammar(s)” manifested by such texts (as if they were, ideally, the
output of their authors’ I-languages). Whether our conclusions can be extended to other
texts composed by other authors in the same historical period, or belonging to other types of
literary styles, is a matter of further empirical testing. It is important to mention, however,
that out results have been compared to other available works on these topics. As far as CG
is concerned, Bernasconi (2011), based on Demosthenes™ Philippics 1-3 and Olinthiacs 1-3,
Isocrates’ Aegineticus and Against the Sophists, Lysias’s On the murder of Eratosthenes and On the
refusal of a pension, is of particular relevance for our purposes because the data were selected
and explored according to criteria which largely match those adopted in the present paper:
as a matter of fact, the results are fully consistent with ours. As far as the Hellenistic koiné
is concerned, Manolessou (2000) discusses data which are largely comparable (and actually
consistent) with ours, as will be shown further below. For a more detailed description of the
criteria adopted for the choice of the textual sources, and of the problems raised by literary
texts (and closed-corpora languages more generally), see Guardiano (2019).

3 See also Manolessou (2000) for an overview of all these types of modifiers.
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The major differences which emerge from a comparison with SMG are
the following:

(3) a. Instances of articulated prenominal adjectives (of the type Arr Adj Art
N) are very rare in our corpus, while they are normal in SMG.

b. In AG, the article can (but does not have to) be “doubled” with post-
nominal modifiers other than adjectives (e.g., participles, genitives, prep-
ositional phrases, adverbs), a possibility that is excluded in SMG.

c. In the polydefinite construction, the (postnominal) [Art+Adj] constitu-
ent can be preceded by a (non-articulated) modifier of the noun (a de-
monstrative or a pronominal genitive) that follows the noun itself. This
possibility is very marginal in SMG, where the [Art+Adj] constituent
must generally be adjacent to the head noun.

Our proposal is that the differences in (3a) and (3b) follow from phe-
nomena which are not directly linked to the structure that generates poly-
definite sequences. As far as (3¢) is concerned, we show in section 4 that the
analysis we adopt for polydefinite structures in SMG can also account for
the AG patterns.

Our analysis takes as a point of departure our current knowledge of the
syntax of adjectives in SMG, in particular the set of assumptions about the
nature of prenominal and postnominal modification explored in Guardiano
and Stavrou (2019), which is briefly summarized in section 2.

In previous works on other topics, Guardiano (2003, 2006, 2012a,
2016, 2019) has provided data which suggest that the word order pat
terns involving articles, nouns and adjectives found in AG are consistent
with those observed in SMG: yet, no specialized analysis has ever been
pursued systematically for AG. In this paper, we suggest a very prelimi-
nary attempt.

2. Patterns of adjectival modification in Standard Modern Greek: our analysis

In this section, we provide a brief description of the theoretical back-
ground that we use as a base for our discussion of AG. We start from the
analyses which account for the syntax of adjectives in SMG.

According to recent approaches to the syntax of adjectives (Alexiadou
et al. 2007; Cinque 2010; Guardiano and Stavrou 2019, a.o.), there are two
(sets of) merge positions available universally for adjectival modifiers. Di-
rect modifiers are assumed to be merged in “a set of functional projections
which are hierarchically structured” (Alexiadou ez a/. 2007: 311-312) and
originally prenominal. Such positions are ordered according to a seman-
tic hierarchy first proposed by Sproat and Shih (1991) and subsequently
taken up by almost all the researchers working in the field of adjectival
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modification,* of which we present an instantiation in (4), from Alexiadou

et al. (2007: 310, 37a).

(4) Quantification/Numeral > Quality/Speaker-oriented > Size > Shape/Color >
Provenance/Argument

The English example in (5) (Alexiadou ez /. 2007: 310, 37b) is a typical il-
lustration of such a hierarchy.’

5) the three beautiful  big white Persian cats
D quantification quality  size color provenance N
[pp D [Num [AP (qual) [AP (size) [AP (sh/col) [AP (prov) [y, [NTIIINTTI®

The source where indirect modifiers’ are assumed to be generated is often
referred to as a predicative-like structure: a reduced relative clause according
to Kayne (1994), Alexiadou and Wilder (1998), Alexiadou (2001), Cinque
(2010), a.o., or a small clause (Demonte 1999).

In SMG, every (type of) adjective can occur to the left of the noun (“in
Greek all adjectives are prenominal”, Alexiadou ez al. 2007: 364). Prenomi-
nal adjectives are usually ordered® according to the hierarchy in (4), as shown
in (6). In this configuration, concord in phi-features, definiteness and case
between the adjective and the noun is obtained through Spec-Head (Giusti
2008, 2009, 2011).

©) i tres omorfes megales aspres persikes gates
the three beautiful big white Persian cats
D quantification quality size color provenance N
[, D [Num (AP (qual)  [AP (size) [AP (sh/col) [AP (prov) [, [N

4 See the literature discussed in Scott (2002), Alexiadou ez /. (2007), Cinque (2010).

> The pre-/post-nominal linearization of the adjectives generated in prenominal
position has been assumed to be contingent on the movement of the head noun or of the NP
(Grosu 1988; Valois 1991a, 1991b; Bernstein 1991, 1993; Crisma 1991, 1996; Cinque 1994,
1999, 2005, 2010; Giusti 1993, 2002; Longobardi 1994, a.0.); NP-movement may also be
supplemented by remnant movement (Shlonsky 2004; Laenzlinger 2005, a.o.).

¢ Direct modifiers have been assumed to merge ecither as specifiers of dedicated
functional projections (Cinque 2010), or as syntactic heads (Abney 1987; Delsing 1993;
Androutsopoulou 1995, among several others).

7'The term indirect modification was first introduced by Sproat and Shih (1991), who showed
that adjectives can also modify indirectly a noun via a relative clause of which they are part.

8 Permutability among adjectives is sometimes possible if a change in scope or focus
is induced (Cinque 2010).
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In SMG, many (though not all) adjectives can also appear postnominal-
ly.? In definite DPs, postnominal adjectives must be preceded by a definite
article that “doubles” the definite article preceding the noun: cf. (7a) vs. the
ungrammaticality of (7b).

(7) a. to pedi  to  kalo
the child  the good
‘the good child’
b. *to pedi kalo

The phenomenon in (7a) was called “determiner (or definiteness)
spread(ing)” by Androutsopoulou (1995), and the noun phrase where articu-
lated adjectives appear is dubbed “polydefinite”.!’ The phenomenon is typical of
every day, colloquial language; it is not attested in most written genres, where
prenominal adjectives seem to be the rule. As will be pointed out below, poly-
definite constructions are attested throughout the history of Greek (Manolessou
2000, Guardiano 2003, 2016), at least ever since a definite article in D was de-
veloped: indeed, “the presence of determiners within the noun phrase realizing
D is a prerequisite for the presence of the multiple pattern” (Alexiadou 2014: 4).

One further type of polydefinite construction (the sequence Art Adj Art
N) is exemplified in (8).

(8) to kalo to pedi
the good the child
‘the good child’

According to Manolessou (2000), in Medieval Greek the sequence Ar¢
Adj Art N is typical of non-literary styles: “in more literary verse texts [...] [it]
is either non-existent or rare, while in more popular texts it is much more fre-
quent” (Manolessou 2000: 150).

The position of the adjective in this sequence has been analyzed as a conse-
quence of fronting the constituent [Art+AP] from its postnominal position to the
left of D. Such a movement is usually associated to informational markedness
(e.g., focus); thus, it is not surprising that it is absent from (or very rare in) writ-
ten texts, where discourse markedness strategies are normally not employed."

? Unlike prenominal ones, postnominal adjectives can only be interpreted restrictively,
intersectively and as stage-level predicates (Kolliakou 2004; Campos and Stavrou 2004;
Alexiadou ez al. 2007; Stavrou 2012).

1 Kolliakou (1999, 2004), Campos and Stavrou (2004), Alexiadou ez al. (2007), Alex-
iadou (2014).

'" An anonymous reviewer points out that “platonic dialogues (or drama) have elements
of oral speech, so they are relevant texts for the study of discourse-related phenomena”. We
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The analyses proposed for polydefiniteness so far are many and differ-
ent. Here, we adopt Stavrou’s (2012, 2013) proposal, extensively described
in Guardiano and Stavrou (2019), where we refer for details and exemplifi-
cation, as well as for an overview of other approaches to the phenomenon.
For the purposes of the present study, we briefly summarize its major points.

Stavrou’s approach assumes that, in SMG, postnominal adjectives are
indirect modifiers, originated inside a clausal structure. In the spirit of Cam-
pos and Stavrou (2004), she assumes a DP-internal predicative structure the
head of which mediates the predication relation. A simplified version of this
structure is given in (9), and represented as a tree graph in Figure 1: the ad-
jective originates as the complement of Pred, while the NP is in the speci-

fier of PredP.”?

(9) [DPD [Predp [NP N ] Pred |:[+N] AP ]]]
[+def] [+def]
to amaksi to akrivo
the car the expensive
DP
D PredP

to NP Pred’

amaksi Pred AP
to A
akrivo
Figure 1

The adjectival article is taken to be the spell-out of Pred. Pred carries
all the relevant nominal features (gender, number, case, and a feature that
we call “def”) which are also carried by D. In SMG, the feature [+def] must
always be spelled out: its default realization is the morpheme identified as
the definite article. Pred agrees with D in [+def] (along with case, gender
and number). The requirement for overt agreement between a noun and the

agree with this observation; in fact, one of the reasons for the choice of Plato’s dialogues is pre-
cisely that they are more likely than other texts to contain patterns which reflect actual spoken
language. As a matter of fact, as will be shown in more detail below (see especially example
17), our corpus contains only one actual instance of the sequence Art Adj Art N.

12 ‘to vivlio to kalo’, lit. ‘the book the nice’, can be paraphrased by a copulative clause, i.c. as ‘the
book is nice’. The same holds in an indefinite DP.
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adjective(s) which modify it is a strong property of SMG: this type of concord™
is effected straightforwardly if the adjective is merged prenominally (Cinque
2010; Giusti 2008, 2009, 2011; see also Koopman 2006). On the contrary, if
the adjective is merged postnominally, some mediator is required. Pred takes
up precisely that function: it is a functional element that mediates concord in
[+def], phi-features and case'* between noun and adjective (or between subject
and predicate). It is important to stress here that, in our notation, the feature
which we call [+def], besides definiteness, also encodes the referential inter-
pretation of kind names and proper names (Longobardi’s [2008] person); in
fact, in SMG, the “definite” article is obligatory with proper and kind names."”

An important consequence of Stavrou’s hypothesis is that the “definite”
article on postnominal adjectives in the polydefinite construction has the
purely formal role of being the spell-out of Pred.'

As mentioned above, the order Arz Adj Art N in (8) is assumed to follow
from fronting the costituent [Art+AP] to the left of D.”” This movement is trig-
gered by the feature [+contrast] (or [+focus], or both) with which the articulated
adjective is endowed: in polydefinite DPs, the adjective receives emphatic pitch
accent and is also pragmatically focal because it stands for the new information,
whereas the denotation of the noun represents old or background knowledge.'®

One final remark which is important for the purposes of our discus-
sion concerns the possibility for more than one (postnominal) articulated

'3 Here we use the term concord following Giusti (2008, 2009, 2011) who argues that
concord is a consequence of the Spec-Head relation and is different from agreement if by
that it is the agreement between verb and subject that is intended. For Giusti, agreement is
a consequence of selection, while concord is a consequence of modification.

' Concerning case, an important part of this analysis is the assumption that, in SMG, the
lexicalization of the feature [+def] has the further effect of realizing morphological case (whose
morphological realization is a prominent feature in SMG) on Pred. In other words, [+def] and
case are inextricable; that means that wherever there is a morpheme that spells out [+def] there
will also be (morphological) case (Guardiano and Stavrou 2019).

5 For a more thorough account of the functions of the definite article in SMG see also
Roussou and Tsimpli (1994).

1 This is also in line with those analyses that assign an expletive character to the adjec-
tival article in polydefinite DPs (cf. Androutsopoulou 1995), while attributing definiteness to
either a postulated DefP (Lekakou and Szendroi 2012), or a dedicated Iota Phrase (Kyriakaki
2011). As far as indefinite DPs are concerned, the structure is the same as in (9). Like in defi-
nite DPs, concord between adjective and noun is achieved through the relation of predication,
mediated by Pred, though with Pred remaining silent, because it is not endowed with [+def]
(Alexiadou and Wilder 1998; Stavrou 2012).

7 Horrocks and Stavrou (1987), Stavrou and Horrocks (1989), Campos and Stavrou
(2004), Guardiano and Stavrou (2014, 2019), Guardiano and Michelioudakis (2019), a.o.

'8 The assumption of having a left periphery in the DP constitutes a central part of the
analysis of a number of studies of polydefiniteness and not only for Greek (cf. Ntelitheos 2004;
Campos and Stavrou 2004; Giusti 2005, 2006; Cornilescu and Nicolae 2011, a.o.).



142 CRISTINA GUARDIANO, MELITA STAVROU

adjective to occur within one and the same DP. This is ungrammatical for
most speakers of SMG, although some of them marginally accept multiple
postnominal adjectives (Guardiano and Michelioudakis 2019: 323-325).
Notice that these sequences are not compatible with (9), which is assumed
to generate polydefinite DPs where the adjective is strictly adjacent to the
head noun, and cannot be duplicated. The problem is discussed in Guardi-
ano and Michelioudakis (2019: 327-329). According to their proposal, mul-
tiple modification can be accounted for “assuming a recursive structure” in
SpecPredP; in Figure 2, we present a modified version of the structure they
propose on p. 328 (example 11).

DP
T T
D PredP
t‘o XP Pred'
md' t‘o /‘X
amaksi Pred AP a/ei"z'vo
oA
/eokz"no
Figure 2

The fact that structures with two postnominal adjectives are very rare in
SMG is likely to follow from the plausible assumption that recursive struc-
tures of the type proposed in Figure 2 are “harder to process, [which] argu-
ably also explains why, for many speakers, [these] strings [...] are less preferred
or even degraded and/or require an intonational break separating additional
APs” (Guardiano and Michelioudakis 2019: 329).

According to Guardiano and Michelioudakis (2019), the structure in
Figure 2 would also account for sequences where an articulated noun is fol-
lowed by a demonstrative and an articulated adjective (Art N Dem Art Adj).”
This is based on Guardiano’s (2012b, 2014, in prep) analysis of Greek de-
monstratives, according to which demonstrative items in Greek have the same

" Notice that the speakers who accept the sequence Ar¢ N Dem Art Adj also accept the sequence
Art N Art Adj Art Adj, and those who do not accept the former do not accept the latter either.
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structural source as (postnominal) adjectives. Along these premises, the anal-
ysis of postnominal (polydefinite) adjectives proposed in (9) can be extended
to demonstratives too. It must be noted, additionally, that, crosslinguistically,
demonstratives are intrinsically (lexically) endowed with [+def]. Thus, the dif-
ference between an adjective and a demonstrative generated in (9) is that the
latter contains [+def] and, as such, it is by itself able to spell out Pred, with no
further need of the definite article (for an earlier formulation of this propos-
al see Horrocks and Stavrou 1987, Stavrou and Horrocks 1989). To sum up,
demonstratives actually stand for the complex [Pred+AP] (Guardiano 2012b,
2014, in prep; Guardiano and Michelioudakis 2019). As a consequence, if the
recursive structure in Figure 2 holds true of SMG, it can be assumed to also
generate sequences Art N Dem Art Adj, where the demonstrative replaces the
[Pred+AP] unit corresponding to ‘to kokino’ ‘to amaksi afto to akrivo’.

In section 3, we explore the distribution of adjectives in AG, in order to
check whether it is compatible with the analysis proposed for SMG.

3. Patterns of adjectival modification in Ancient Greek

3.1 Background information

The data presented in sections 3.2, 3.3 and 3.4 are organized on the ba-
sis of the following specifications:

(10) a. Nominal structures with a visible article have been set apart from nomi-

nal structures with no visible article (sections 3.2 and 3.3, respectively).

b. We restrict our analysis to nominal structures found in argument position
(i.e. subjects or direct complements of a verb), in the complement of a prep-
ositional phrase, or used as adverbials. Discontinuous structures, vocatives,
adjectives and nominals found in predicative position were excluded.

c. Nominals modified by cardinal numerals, &tepog, dAkog and povog are
treated apart.”

d. Nominals modified by universal, negative and indefinite quantifiers® have
been excluded from the present survey.

3.2 DPs with a visible article

As far as the linearization of D, head noun (N) and adjective (A) is con-
cerned, six orders are possible in principle:**

0 Giorgi and Longobardi (1991), Cinque (2015).
! For the syntax of quantifiers in AG, cf. also Manolessou (2000).
22 See, among many others: Jannaris (1897), Gildersleeve and Miller (1900-1911), Moulton
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(11) a. DAN
b. DNA
c. ADN
d NDA
e. NAD
f. AND

Greek is uniformly head-initial: thus, the patterns (11e) and (11f), with
the head D in phrase-final position, are unexpected. In fact, they are unat-
tested in the corpus: the phrase-initial position of 6, 1}, 10 (which we assume
to be merged in D) is persistent across the history of the language (Guardi-
ano 2016, 2019).

The pattern (11d) is very rare in the corpus. The 5 instances that we
found are shown in (12).%

(12) NDA

a. John 14.27
glpfvny aeinu Huiv, eipvny Vv Euny didmpt HUiv
‘peace I leave with you, peace, my own one, I give to you’

b. Luke 15.22
Tay L EEEVEYKATE GTOAMV TNV TPAOTNV
‘quickly bring a robe, the first one’

c. Apology29d7-38
@ 8pilote Avdpdv, Adnvaiog dv, ToLeag Tiig peyiotng Kol eDSoKIU®TATNG &ig
cooiav kol ioyvv
‘most excellent man, who are a citizen of Athens, a city (that is) the
greatest and the most famous one for wisdom and power’

d. Symposium 191 b 3 —4
glte yovokog g OAng €vrvyot Nuicet
‘if it might happen on a part of the whole of a woman’

e. Cratylus397e¢8-9
000¢ &1L 1pLGODV YEVOS TO TPMDTOV MoV yevéchHal TV avOpdTV;
‘nor that he says a golden race was the first (race) of men to be born?’

(1908), Robertson (1919), Marouzeau (1922), Chantraine (1961), Humbert (1945), Dover (1960), Palm
(1960), Brunel (1964), Meillet (1975), Rix (1976), Blass and Debrunner (1976) and, for more recent
surveys, Adrados (1992), Brixhe (1993), Dik (1995, 2007), Horrocks (1997), Manolessou (2000),
Guardiano (2003), Bakker (2009).

» This pattern is also discussed in Manolessou (2000: 147). She provides some
examples and she comments (consistently with our observations) that “the head noun in
these constructions is articleless exactly in these cases where the absence of the article would
be justifiable for independent reasons”.
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As far as (12a) is concerned, as suggested by the translation, the sequence
N Art Adj arguably reflects two separate DPs: eipijvn, that has the structure
[, D [NP]], with an empty D (see section 3.3 for other examples of empty
Ds in AG), and v éunv ([, D [AP]]), which does not contain any visible
noun (‘my own one’). Similarly, the sequence in (12b) is compatible with two
separate DPs: 6toM)v, headed by an empty D ([,,, D [NP]]), and tiv mpdty,
with no visible N ([, D [AP]]).

Example (12¢) contains two coordinated adjectives, both in the super-
lative, the second heading a prepositional phrase. The structure is a geni-
tive of origin. As far as the connection between moriewg and tfig peyiong koi
e030KIUOTATNG. .. is concerned, we assume a predicative structure headed by
an omitted verb, in which m6lewg and 1 peyiotng kai ddokpmwtatng... are
two separate DPs, the first containing a noun and no visible D, the second
having no visible N and two coordinated APs.*

In (12d) the universal quantifier 8kng® occurs after an article, which
in turn follows a noun not preceded by any visible D.?¢ The interpretation
of this structure is controversial: Reale (2001) analyses it as if tfig 6kng were
heading the genitive yovoukog (‘the whole of a woman’), which in turn lin-
early precedes its head: since Gen IN sequences were not ungrammatical in
CG (Guardiano 2011), there are no real objections against this analysis.
Under another analysis, tfig 8Ang predicatively modifies yvvaucog: ‘a part of
a woman, the entire (one)’. In this latter case, the structure would be simi-
lar to (12a).%

Finally, in (12¢), the sequence Adj N Art Adj is part of a more complex
structure, where xpvoodv yévog and 10 np@dtov are two separate constituents:
xPLGOBV yévog is an indefinite DP (with no visible D, as usual in AG: Guardi-
ano 2016, see also section 4) that consists of the head noun yévog modified
by the prenominal adjective ypvoodv (see section 3.3. below); in turn, it is
the subject of the nominal predicate yevésbou 10 npdtov, of which 10 mpdtov
is the predicative part.

2 Notice that superlatives trigger the presence of their own definite article even in
languages which do not display (other types of) polydefinite structures (e.g. French, cf. Kayne
2004). In our corpus, superlatives are also found in prenominal position, in “monadic” DPs,
after the article (D A N), as in Symposium 188 d 7, tiv peyicmv Sbvopw ( ‘the greatest power).

% This item, as well as the other universal quantifier ndg, has its own peculiar syntax:
in particular, it can occur to the left of D with apparently minor consequences on the
interpretation of the DP in terms of markedness.

26 A very similar example, with g, is found in Thuchidides (1.1): Texpapépevog 8t
GKPACOVTEG TE fioav &6 adTOV apedTepot Tapackevi] Ti nhon (‘for he argued that both were
moving towards it at the top of their whole military power).

¥ Similarities, in terms of syntax and interpretation, between universal quantifiers
and superlatives have variously been pointed out, at least since Abney (1987).
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The pattern (11¢) is attested only in predicative structures, two examples
of which are given in (13).

(13) ADN?*
a. Cratylus 426 ¢ 5
1 8& apy1 Ao tod ‘Kiew’ —EeVikov 8& ToHVOUO—TOoDTO & €6TiV iévatl
‘and the beginning (is) from kiew - the noun (is) foreign - this is {&var
b. Cratylus 427 c 4
811 peydia T yphppota
‘because the letters (are) big?

The absence of ADN sequences in argument position is not unexpected un-
der two assumptions: (a) adjectives found in pre-D position do not originate in
that position: their linearization to the left of D is a consequence of fronting from
lower positions; (b) fronting seems to be possible only if the adjective has its own
article (Crisma ez a/. 2017): only [Art+AP] constituents can undergo fronting,

Finally, as far as (11b) is concerned, the pattern DNA is likely to instan-
tiate, in principle, two types of underlying structures: one where the adjective
is merged prenominally and is crossed over by the noun (as in Romance; see
Guardiano and Stavrou 2019 and the literature cited therein), and one where
the adjective originates postnominally, in a structure of the type illustrated
in (9), but with a covert realization of Pred.

The latter scenario would go against Stavrou’s predictions, according to
which Pred must be overt in order to realize concord in phi-features, [+def]
and case. As a matter of fact, AG displays robust realization of [+def], phi-
features and case: thus, the realization of Pred is expected to be overt. If this
is correct, it is unlikely that a pattern like (11b), if attested, can have a struc-
tural source like (9), where the adjective is merged postnominally and Pred,
endowed with [+def], has no lexical realization.

% (1) Symposium 206d 8
TOLAN 1) TTOING1G YEYOVE TEPL TO KAAOV
‘the passion for the beautiful becomes great’ (lit. ‘great the passion becomes
about the beautiful’)
(2) Symposium 212a3
Op@OVTL P OpaTOY TO KAAOY
‘as he sees the beautiful that can be contemplated’
(3) Cratylus418c9-d 1
dTLyap acpévolg Toig avlpmmors kal ipeipovoty £k 10D 6KOTOVG TO PMOG £YiyveTo
‘for the light comes out of darkness to men who are glad and long for it’
¥ A similar structure is also found in Bernasconi (2011), Lys. 1.32: Suthfjv tiv Brépnv
ogeirew (‘render double the damage’). Concerning these structures, an anonymous reviewer
points out that “school grammars would analyze the examples in (13) as instances of
predication with the copula be absent: ‘€evikov 8¢ todvopa eotiv’, ‘peydra 6 ypappota e1civ’”,
an interpretation which is consistent with ours.
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As far as the hypothesis that DNA sequences result from movement of
the noun over an originally prenominal adjective is concerned, it must be
remarked that AG shows no evidence of overt movement of the noun over
its modifiers (e.g. structured genitives or prenominally merged adjectives:
Guardiano 2011, Guardiano and Longobardi 2018). If our reasoning is on
the right track, then the consequence is that DNA sequences are not expected
in AG: as a matter of fact, no cases of (11b) have been found in our corpus.*

The pattern overwhelmingly attested in our corpus is (11a). It is impor-
tant to observe, here, that all the types of adjectives which are assumed to
universally merge in prenominal position (see (4) and (5)), including posses-
sives, are found in prenominal position, both in CG and in the Gospels, as
shown in (14), where we provide examples with adjectives belonging to all
the classes listed in (4).

(14) DAN
a.  Quantification

i.  Symposium 173 a 5-6
4te 1) TPOTN TPOy®dig Eviknoev Aydbwmv
‘when Agathon won his first tragedy’

ii. Mark 14.12
Kol T} TpdTN MUEPe TdV aldpmv
‘On the first day of unleavened bread’

iii. John 3.18
€lc 10 dvopa tod povoyevodg viod Tod Oeod
‘in the name of the only born Son of God’

iv.  Apology 41 b8 —c 1*
TNV TOAANV GTPOTLAV
‘the great army’

3 The order DNA is actually found only in structures where the adjective has a
predicative function, as in the examples below:
(1) Symposium 290b 6
Kai T ppovipoTa peydia elxov
‘and they had big notions’ (lit. ‘they had the notions big’)
(2) Mark3.3
Kol Aéyel 1@ avBpdno 1@ TtV Xeipa Exovtt Enpav
‘and said to the man who had his hand withered’
(3) Symposium 209 a 4
GV 31 eiot kod of TomTod TAVTEG YEVVITOPES
‘of whom all the poets are begetters’
(4) Symposium 216 e 3
Nyeltot 8¢ TavTa TodTo TO KTHRoTe 003evOg Ao
‘considers all these possessions as nothing worth’
3" Apology 29b 3 -4
TOV TOAMOV AvOpOTOV
‘from the other men’
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v.  Mark 12.37%
0 TOAVG Oyhog
‘the common people’
b.  Quality®
i.  Apology22d6
ot dyaboi dnpovpyol
‘the good artisans’
ii. John 2.10
g BvOpmog TPMTOV TOV KAAOV otvov TNy, Kkai dtav uedusOdoty Tov
EMdocm: oD TETHPNKOG TOV KAAOV 0lvov Em¢ dpTL
‘everyone serves the good wine first, and when the guests have
drunk freely, then that which is worse. You have kept the good
wine until now’
iii. Matthew 24.48
0 KoKOG 60DA0G EKEIVOG
‘that evil servant’
c.  Size/manner
i.  Apology40d8
OV péyav Baciiéa
‘the great king’
ii. Cratylus418c1
ol yuvaikeg, aimep pdAioto TV dpyoiov eoviy odlovct
‘women, who preserve most the old form of speech’
iii. Luke 13.23
Sl Tfig oTEVTic 00pag
‘by the narrow door’
iv.  Matthew 5.35
700 peydrov PactAémg
‘of the great king’
d.  Shapelcolor
i.  Cratylus 398 a4
T0 ¥ PLGOVV YEVOG
‘the golden race’
ii. John19.5
TO TOPPLPODV ipdTIOV
‘the purple garnment’

2 In the following example, moddg is found in postnominal position, with no
determiner spreading. It is presumably predicative (‘the multitude that had come to the
feast that was big).

John 12.12

0 Emavplov 6 Syrhog ToALG 0 ELOV €ig TV EopThv

‘on the next day the great multitude that had come to the feast’
3 Symposium 186 ¢ 7 —d 1

TOV KOAOV T€ Kol aioypov EpmTa

‘the good and the bad love’
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iii. Matthew 5.39
glg v de&lav olayova [cov)
‘on your right cheek’
e. Argumentlprovenance
i.  Symposium 189d 5
Vv avbporivnv pvowv
‘the human nature’
ii. Apology 31d 7-8
el £yd Talot Emeyeipnoa TPATTEWY TO TOAMTIKA TPAYLLOTO
‘if T had undertaken to go into politics’
iii. Symposium 211 d 1-2
N Movtvikn EEvn
‘the Mantinean woman’
iv.  Luke 24.10
1N Maydainvi Mapia
‘Mary Magdalene’
f.  Possessives
i.  Symposium 193 d 6
0 €pog AOYOG
‘my discourse’
ii.  Symposium 215 d 3-4
TV 6OV AOyOV
‘of your discourses’
iii. Mark 4.34
101G 1dio1g pabntaig
‘to his own disciples’
iv.  Matthew 7.3
€V T 6@ 0QOoAUD
‘in your eye’

There are few instances of multiple modifiers of the noun in prenominal
position, as in Cratylus 421 b 2, 1 yap 6eia 1o 6vtog gopar (‘for, the divine
motion of the universe’), where the head noun is modified by an adjective
and a genitive, both prenominal.

These data are consistent with the assumption that, like in SMG, in AG
adjectives are merged prenominally and are not crossed over by the noun.

The other pattern encountered in our corpus consists of sequences con-
taining a noun (N), its adjectival modifier(s) (A) and multiple articles. As men-
tioned above, two types of such sequences are possible in SMG, shown in (15):

(15) a. ArtNArtA
b. Art AArtN

As seen in section 2, the orders in (15) in SMG are generated from one
and the same structure, the one in (9), where the adjective is merged post-
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nominally: (15a) linearizes the actual underlying structure, while (15b) is ob-
tained through fronting [Art+AP].

The sequence overwhelmingly attested in our corpus is (15a),** of which
we give examples in (16). As the examples show, there is no significant re-
striction concerning the kind of adjective that can be found in these con-
structions, as also observed in Manolessou (2000) and Guardiano (2003).

(16) Art N Art A
a.  Quantification

i. John2.1
Th nuépe T Tpity
‘the third day’

ii. John 3.16

AoTE TOV VIOV TOV LOVOYEVT] EdOKEV
‘that he gave his one and only Son’
b.  Quality
i.  Symposium 209 d 2
TOVG GALOVG TOMTAG TOVG Aya0oVG
‘all the other good poets’
ii.  John 10.11
0 TOLUNV 0 KOAOG
‘the good sheperd’
c. Size/manner
i.  Symposium 183 d 8
TovNpOg &’ €0Tiv EKEIVOG O £paoTNG O TAVONIOG
‘By ‘wicked” we mean that popular lover’
ii. Mark5.13
T TvedpaTa T AkdOapto
‘the unclean spirits’
iii. John 14.26
10 Tvedpa 10 dytov
‘the Holy Spirit’
d.  Shapelcolor
John 18.10
T0 OTAPLOV TO SeE1OV
‘the right ear’

3% According to Adrados (1992), the polydefinite construction has been attested in AG
since Aeschilus and Herodotus, namely, as soon as the definite article was grammaticalized
as a D-item (Guardiano 2016, 2019).
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e. Argument/provenance
i.  Symposium 191d 3
™V eHow TV avlporivry
‘the human nature’
ii. John 4.9
1N Yovn 1 Zapopitig
‘the Samaritan woman’
f.  Possessives
i.  Apology24a8
kol Ot adtn €otiv 1) Staforn 1 Eun
‘and that this is the prejudice against me’
ii. John 1.41
g0piokel 0VTOC TPHTOV TOV ASEALPOV TOV 1810V Zipmval
‘he first found his own brother, Simon’
ii. John7.6
0 KAPOG O EPOG OVTIM TAPEGTLY, O O KOPOG O DUETEPOG TAVTOTE
€0TIV ETOYOG
‘my time has not yet come, but your time is always ready’

There is only one instance of (15b), here reproduced in (17). The example
contains an articulated noun modified by a possessive adjective occurring be-
tween the article and the noun; the whole structure is preceded by a second
adjective that has its own article, and is in the complement of a preposition.

(17) Cratylus 398 b7
Kol &v ye Tf) apyoig T MUETEPY POVT aDTO cvpPaivel TO dvopa
‘and in the old form of our language the two words are the same’

Manolessou (2000: 146) mentions two more cases similar to (17), both with
the order Art Adj Art Adj N. She concludes that “it is possible to have two prenomi-
nal articles in CG only when there are two adjectives”. No instances of this order
are encountered in the Gospels (and in NTG in General, according to Manoles-
sou 2000: 149).

Note also that, in the Gospels, a few types of non-adjectival modifiers, typically
demonstratives and pronominal genitives (in one case a prepositional phrase, cf. 18c),
can intervene between the [Art+N] and the [Art+Adj] constituent, as shown in (18).

(18) a. Mark 12.43
apnv Aéyo vpiv 4t ynpa adtn N ttoyn TAlov Taviov Efaiev T@V
Baidovtov eig 1o yalopulikiov
‘most assuredly I tell you, this poor widow gave more than all those who
are giving into the treasury’

% According to Alexiadou and Wilder (1998), thematicadjectives (i.c. adjectives denoting arguments)
are not possible in polydefinite constructions in SMG: most speakers do not accept them. See also

Manolessou (2000) fora further list of adjectives not accepted by speakers of SMG in polydefinite structures.
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b. i. Luke20.13
TOV VIOV OV TOV AyomnTOV
‘my beloved son’
ii. Matthew 5.48
0 maTnp HUAV O 0VPAVIOG
‘your father in haeven’
i. Luke 22.50
10 0d¢ avTod 10 Sef16V
‘his right ear’
c. John 6.32
TOV GpToV €K TOD 0VPAVOD TOV AANOIVOV
‘the true bread out of heaven’

ii

o

An important property of AG which is absent in SMG is that DPs with
multiple articles are possible with non-adjectival modifiers: prepositional
phrases (19), genitives (20), adverbials (21), participles (22). In the majority
of cases, the articulated modifier follows the noun; very few cases with the
articulated modifier preceding the noun have been found in the corpus.*

(19) a. Apology 20 ¢ 8
TOV 0g0V TOV €V Aghpoig
‘the God in DelfY’
b. John 5.44
™V 06&av Vv mapd Tod povov Beod
‘the glory that comes from the only God’

(20) a. Apology 40 d 4-5
Kol TG GAAAG VOKTOG TE Kol UEPUS TAG TOD Plov Tod £avTod
‘the other nights and days of his life’
b. Mark 11.30
10 Banticpa o Todvov

‘the baptism of John’

(21) a. Apology 40 ¢ 8
700 TOTOL TOD £VOEVIE
‘from this place’
b. Symposium 176 e 7-8
Toig yovaréi toig Evoov
‘to the women within’

36 (1) Symposium 213 e 2
TNV T0VTOV TAVTNVI TNV OAVHACTHV KEPAANV
‘this impressive head of this man’
(2) Cratylus 411 c1
70 £vdoVv 10 Topd ogicty Tahog
‘the internal affection within themselves’.
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c. Cratylus 390 a 4-5
OV vopofEtny tov te £vOade Kkai Tov €v Toig PapPdporg
‘the law-giver, whether he be here or in a foreign land’
d. Mark 6.11
TOV 0OV TOV DTOKAT® TOV TOSDV DUDV
‘the dust under your feet’

(22) a. Apology 27 a 3-4

TOVG GALOVG TOVG AKOVOVTOG
‘the others who hear’

b. Cratylus411b4-5
ol évv TaAaiol dvOpmmot ol TI0éEVOL TA dvOpaTA
‘the very ancient men who invented names’

c. Mark 3.22
ol ypoppoteic ot ano Tepocordpmv Kotafdvieg
‘the scribes who came down from Jerusalem’

There is an important difference between the examples in (16) and those
in (19)-(22): the presence of the article is obligatory only with postnominal
adjectives (in definite argument DPs), while it is not obligatory with other
modifiers, as shown in (23).

(23) a. i. Symposium 179b7
VIEP T0DdE T0D AOYOL €ig TOLG "EAANVOG
‘about this statement to the Greeks’
ii. Luke 1512
0 Loyog mept avtod
‘the report about him’
b. i. Apology 18a2
TOV PEV TpOTOV TG AéEemg
‘the manner of the speech’
ii. Matthew 2.20
TNV Yoy tod tadiov
‘the life of the young child’
c. 1. Apology31b2-3
Kol avéxeoOon TV oikeimv dpelovpévov tosadta 1§on £
‘and have been enduring the neglect of my concerns all these years’
ii. Mark 5.36
0 8¢ Tnoodg mapakovcag TOV Adyov Aakodevov
‘but Jesus, when he heard the message spoken’

There is one further group of sequences with multiple articles attest-
ed in our corpus, namely sequences with a proper name modified by a
postnominal adjective, genitive or apposition: usually, such modifiers are
introduced by an overt definite article, as shown in (24), while the prop-
er name sometimes is introduced by its own article (24a), sometimes not
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(24b). These facts are well-known: in AG, proper names do not need a
visible article, in contrast to SMG, where the article is obligatory with all
proper names in argument position.”” In other words, the difference be-
tween AG and SMG is that in AG the feature [+def] of D does not need to
be spelled out with proper names, while in SMG it must be always overtly
realized in argument position. To sum up, in the examples listed in (24b),
where the linear order is [PN Art modifier], the underlying structure is the
same as that of (24a), namely [D PN Art modifier], with the difference
that in (24b) the D preceding the proper name is empty (null expletive,
Guardiano 2016, 2019).8

(24) a. i. Matthew 1.6
OV Aaweid tov Boactia
‘the king David’
ii. Matthew 1.16
tov Toone tov dvépa Mapiog
‘Joseph, Maria’s husband’
iii. Mark 16.1
1N Mapia 1 Maydainvn kai Mapio 1 t0d Toxdpov kol Zokdpn
‘Mary Magdalene, Mary the mother of james, and Salome’
b. i. Martthew 2.1
v nuépatg Hpmdov tod Paciiéng
‘in the days of Herod the king’
ii. Matthew 1.20
Mopiav v yovaikd cov
‘Mary, his wife’
iii. Mark 3.18
Yipova 1ov Kavavoiov
‘Simon from Cana’

37 This property (and the difference with SMG) has been connected (Guardiano 2012,
2016) with the fact that AG licenses empty Ds in a broader range of structural conditions
than SMG (e.g., empty Ds are licensed with all types of non-definite singular count nouns
in argument position).

% In the following two examples the apposition is postnominal: in (Ia) both articles
are visible; in (1b) the (expletive) article preceding the proper name is null. Similar cases are
also found in the Gospels.

() a. Symposium 215b 4

® catOpE T Mapovy
‘to the satyr Marsyas’
b. Symposium 179 e 5
@ épaotii [Hatpoxio
‘to the lover Patroclos’
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As already mentioned, DPs where a noun is modified by a cardinal nu-
meral, dALog, &tepog or pndvog were not included in the overview proposed
above. Indeed, crosslinguistically, numerals, other and only often display a
“special” syntax, different — in one way or another — from that of other ad-
jectives. We will give some examples of numerals in section 3.4. Here, we
want to briefly illustrate the distribution of &Arog, &tepog and poévog. For
lack of space, we cannot discuss any analysis here: we just want to stress that
there are differences between the distribution of those particular modifiers
and the adjectives.

dAdog is overwhelmingly found in sequences of the type (11a) and (15a),
as shown in (25).%

(25) a. ArtdAlog N
i. Symposium 190 ¢ 1-2
6 0DV Zedg kai oi dALot Oeol EBovievovTo 8T ypTy avTodG Totficat
‘there at Zeus and the other gods debated what they should do’

% The different positions are usually associated with different interpretations, which, due
to lack of space, we will not discuss here: we refer to Guardiano (2003) for an overview of the
literature. In the absence of a visible article, &\og is found both pre- and postnominally (1).
dihog appears to the left of adjectives (2). When cooccurring with an indefinite item, it is found
to the right of it (3). When occurring with a DP-initial numeral, it usually precedes it (4).

(1) a. i. Cratylus385d7-8
Ay 0pOoTNTO T TOO TNV
‘another kind of correctedness than this’
ii. Symposium 214 d 3
avBpomov gAlov T TodToV
‘a man other than this’
b. i. Mark 12.4
GAlov dodhov
‘another servant’
ii. John 6.22
mhoLéprov ko ovk 1y Exel el ) &v
‘there was no other boat there except one’
(2) Apology 33 c6
Al Oelo poipa
‘another divine destiny’
(3) Symposium 183 a 3
Two GAANY dvvopy
‘some other power’
(4) a. Symposium 184 ¢ 2
A pio povn dovkeia Exovotog Aeimetat
‘so there is left just one other voluntary slavery’
b. Martthew 4.21
GALovg 000 aderpovg
‘two other brothers’
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ii. John 20.8
161€ 0DV £i6fiA0ev Kai 6 HALOg HabnTig 6 EM0dY mpdTOg £ig TO pvnueiov
‘so then the other disciple who came first to the tomb also entered in’
b. Art N Art éAhog
i. Symposium 203 b 2
Noti®vTo oi Oeol of e dAAot
‘the gods made a great feast’
ii. John 18.16
2EfADEY 0DV O podNTig 6 BAAOC O YV®OGTOC TOD Apylepimg
‘so the other disciple, who was known to the high priest, went out’

dhog is also found in sequences (15b, Art 6Ahog Art N). There are very few
instances, though, in our corpus, of such structures. Moreover, in most cases, the
structure displays ellipsis of the noun: some examples are given in (26).°

(26) a. i. Apology22d7
TG T LéYIOTAL
‘the other most important matters’
ii. Cratylus 411 a4
TaAL0 TO ToledTe TAVTOL
‘all the others of that sort™
b. i. Apology 27 a 3-4
1 é€omatnom adTOV Kol ToVG dAAOVG TOVG GKoVOVTC;
‘or shall T deceive him and the others who hear me?’
ii. Symposium 176 a 3
TéAAa TO vouLopueva
‘the other usual things’
c. Symposium 207 ¢ 7
TAV ALV TOV TEPL TA EPOTIKA
‘all the others that have relation to love’
d. Cratylus437b6-7
101g GALoLg Mo TOIg MEPL T 6TOVSNTN OVOUUGY
‘to all the other names of good significance’

As far as &tepog is concerned, in the corpus it is only found in prenomi-
nal position (27).*

40 There are other instances of these constructions in CG, but they seem very rare. Cf.
for instance Herotodus 3, odtog 82 6 Qv kai todg dALovg todg mataiodg Buvoug émoinoe (‘this
Olen (...) also made the other ancient hymns’).

1 Cratylus 427 b 5

T8AAa TévTo Té ToLadTo.
‘all the others of that sort’.

2 In DPs with no visible article, #1epog is prenominal in all its occurrences of the cor-
pus (la) and, when cooccurring with a DP-initial numeral, it follows it (1b).
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(27) a. Cratylus 402 d 8
10 &tepov dvopa
‘the other name’
b. Luke 4.43
TOAG £TEPOLG TOAEGTY
‘to the other cities’

novog occurs in three different positions: in a pre-D position (28), to the

nominal position, to the right of numerals (28b); in a postnominal position, only
attested in the Gospels (28¢). This distribution parallels that of floating quanti-
fiers (Guardiano 2003).

(28) a. i. Cratylus397c¢9-d1

TOVTOVG HOVOLG TOVG HEOVG
‘those gods only’

ii. Luke 5.22
povog 6 Bedg
‘God only’

iii. Luke 6.4
HUOVOLG TOVG 1epelg
‘the priests only’

b. Symposium 184 ¢ 2
A pia povn dovleio €kovotog Aeimetat
‘so there is left just one other voluntary slavery’
c. i. Mark9.8%

OVKETL 0VEVE €100V 1eD’ E0vTdV &l Wi TOV Tncodv Lovoy
‘they saw no one with them any more, except Jesus only’

ii. Luke 24.12
BAémet o 000vVIa pova
‘he sees the linen cloths only’

iii. Luke 4.4%
0UK €T dpT® pPove Moetar 6 GvOpwomog
‘man shall not live by bread only’

Finally, it must be observed that there is a difference between CG and
NTG with respect to the distribution of the patterns described in this section.

(1) a. Luke 9.56.
€lg £Tépav KONV
‘to another village’
b. Matthew 12.45
£mta £1epa TVELULATO TOVNPOTEPO. £0VTOD
‘seven other spirits more evil than he is’
4 See also John 12.9 and, with a proper name and no article, Luke 9.36.

4 See also Matthew 4.4.
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In particular, in CG the predominant structure is (11a), while in the Gospels
the polydefinite construction (15a) is much more frequent. This is summarized
in Table 1 at the end of this section. We will see that the same tendency is ob-
served in the distribution of adjectives in DPs with no visible articles (cf. Table
2 in section 3.3). The increase in frequency of postnominal adjectives in the
Gospels, and more generally in NTG, has been explained as a consequence
of contact with Semitic: in Semitic, adjectives are linearized postnominally
as a rule, and they require a copy of the definite article in definite DPs (Fassi
Fehri 1999, Shlonsky 2004). Moreover, Semitic languages, precisely like AG,
do not require any visible D in non-definite DPs. In other words, in Semitic,
DPs display the linear sequences [N A] and [Art N Art A], which are also pos-
sible in Greek: this, according to some literature (cf. Manolessou 2000 for a
summary), was probably a trigger for the increase in frequency of these two
patterns in NTG. A different explanation has been suggested by Manolessou
(2000, but see also Blass and Debrunner 1976), who proposes that the massive
use of postnominal adjectives in NTG is the consequence of stylistic choices:
in Greek, the polydefinite construction, and in general postnominal modifi-
cation, is much more typical of the spoken language than of literary styles. It
is thus found much more frequently in spoken registers, while the texts stylis-
tically closer to literary genres tend to avoid it. Actually, in the history of the
Greek literature, the distribution of postnominal adjectives is consistent with
the stylistic nature of the texts: texts which are based on Classical models dis-
play prenominal modification as a rule, while in vernacular prose (since Hel-
lenistic times, and more strongly in Medieval Greek) postnominal adjectives
(and polydefinite structures) progressively increase in frequency.

DAN | DNA® | ADN“ | NDA¥ | NAD | AND |ArtNArtA ArtAArtN

Apology 26 x4 * 1 * * 2 *
Symposium | 51 * * 1 * * 10 *

Cratylus 66 * * 1 * * 3 1%
Mark 3 * * * * * 1 3 *
John 18 * * 1 * * 42 *
Luke 29 * * 1 * * 22 *
Matthew 38 * * * * * 18 *

Table 1. Nominal structures with a visible article and (at least)
one adjective modifying the head noun

# Only found with the adjective in predicative function (see footnote 28).

4 Only found in predicative structures (see the examples in 13), which are not com-
puted in the table.

47 See examples in (12).

“ Throughout the table, the symbol * signals that the structure is unattested in the corpus.

4 See example (17).



ADJECTIVAL SYNTAX IN ANCIENT GREEK 159

3.3 DPs with no visible article

In AG, a visible realization of D is required in order for a nominal struc-
ture to have a definite reading in argument position, and in order for common a
noun to be used as a #ind name (Guardiano 2012, 2016, 2019): singular count
nouns, mass nouns and plurals, when non-definite, can occur (and usually do
occur) with no visible D, as shown in (29). In SMG, (indefinite) mass and plu-
ral nouns (can) occur determinerless, while singular count nouns (with excep-
tions, cf. Alexopoulou and Folli 2019) require a visible D in argument position.

(29) a. i. Symposium 203 b5
oivog yép odmm v
‘there was no more wine’
ii. Apology 20 a4
ETvyoV Yop TPooeAdmV GvOPL O TETELEKE YPNILOTO COPLGTOIG
‘T happened to run into a man who had given goods to the sophists’
b. i. John4.7
Epyetat yovi) €k g Tapapiog avtifjoat Hémp
‘a woman of Samaria came to draw water’
ii. Mark 10.13
Kol TPOGEPEPOV 0T Todio tvo avT®dV GynTat
‘and they were carrying to him children so that he could touch them’

We assume here that the underlying structure of the noun phrases found
in argument position in (29) contains an unpronounced D (Crisma 2015). If
this assumption is on the right track, the implication is that, in AG, #//nomi-
nal phrases found in argument position contain a D, which must be spelled out
when endowed with the feature [+def] (with the exception of proper names,
cf. Guardiano 2016) and can be left empty when not containing [+def]. Thus,
we assume that all the nominal structures shown in this section are headed
by a D which is not spelled out because it does not contain [+def]: actually,
none of them has a definite reading nor is interpreted as a kind name.

As far as noun-adjective combinations are concerned, both the expected
orders (AN and NA) are found in the corpus. Every type of adjective can ap-
pear in either position, as shown in (30) and (31), respectively.

(30) a. Quantification
i. Symposium 223 b 6%
TiveL TaUTOADY Olvov
‘drink a vast amount of wine’

% John 6.5
TOADG OYAOG EpYETAL TTPOG OV TOV
‘a great multitude was coming to him’.
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ii. John 1.18
povoyevng 0gog
‘the one and only god’
Quality
i. Symposium 187 d 3 -4
ayafod dnpiovpyod oel
‘a good craftsman is needed’
ii. Mark 14.6

KaAOV Epyov pydoato £v Euot
‘she has done a good work for me’
Size/manner
i. Cratylus436b2 -3
6T 00 opKkpoOg Kivouvog éotly E€amatnOfvat;
‘that there is a non-small risk of being deceived?’
ii. John 12.35%
HIKPOV xpOVOV
“for a little time’
Shape/color
Cratylus 397 ¢ 8 -9
000€ TL Y pLGODV YEVOG TO TPDTOV POt YevésHal TdV avOpdTmV;
‘nor that he says a golden race was the first (race) of men to be born?’
Argument/provenance
i. Cratylus412b5-6
AoKoOVIK® 3¢ dvopl
‘to a Laconian man’
ii. Mark 15.17
mAéEavteg akdvOivov oTépavov
‘weaving a crown of thorns’

Possessives

i. Symposium 188 ¢ 2
ooV Epyov
‘your business’

ii. John 4.34

€U0V Bpdud EoTv tva Toom T0 0EANUA TOD TEUYOVTOG e
‘my food is to do the will of him who sent me’

Symposium 187 ¢ 4
péya Epyov

‘great importance’
Apology 32a2
OAiyov ypovov

“for a little while’



(31) a.

53

54

55

56
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Quantification
i. Symposium 196 ¢ 3 -4%
TPOG O¢ T SIKALOGVVY COPPOTVHVNG TAEIGTNG LETEYEL
‘above his justice, he has a huge temperance’
ii. Mark 15.25
dpa Tpit
‘third hour’
Quality
i. Apology28b5
Kol avopog ayabod Epya 1| Kakod
‘and the actions of a good man or of a bad one’
ii. Mark 7.25
glyev 10 BuydTplov o Tvedpa dxkdOapTov
‘her little daughter had an unclean spirit’
Size/manner
i. Symposium 194 a 6>
70 O¢atpov Tpocdokiay peydiny Exewv
‘the audience has a big expectation’
ii. Mark 4.41%
Kai EpoPndnoav eopov puéyav
‘and they felt a great fear’
Shapelcolor
i. Apology36d4-5
AvOpl TEVNTL £VEPYETN dEOUEVD
‘for a man poor, benefactor and in need’
ii. Mark 16.5%
nepePAnuévov GToAV Agvknv
‘dressed in a white robe’
Argument/provenance
i. Symposium 211 e 2
AL PN AvATAE®Y GapK®V TE AVOpOTTIVOY Kol poOUATOV Kot AANG TOAATG
oAvapiog Ovnriig
‘not infected with the human fleshes and colors and many other mortal trash’

John 6.2

NkorovBet 8¢ avT® GYhog moAHG

‘a great multitude followed him’

Cratylus 435b7 -8

no0ev ofel £Ev Ovopata dpota Evi EKAGTO TOV APLOUAY ETEVEYKETV
‘when do you think it is possible to get similar names for each single number?’
John 7.33

LPOVOV HIKPOV

“for a little time’

John 19.2

Kol ipdtiov mopeupodv teptEfaiov avTov

‘and dressed him in a purple garnment’
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ii. Mark 1.6
Lovny deppativny
‘a leather belt’

The examples in (30) and (31) show that, in AG, almost all types of ad-
jectives can be both pre- and postnominal: no significant restriction can be
formulated on the basis of the data available.

There are very few cases in which a postnominal adjective is preceded
by a genitive that immediately follows the noun, as in (32):

(32) Mark 5.11
NV 8¢ £kl mpOC T Spet AyEn yoipwv peydAn Bockopivn
‘there was there was on the mountainside a great herd of pigs feeding’

It must be finally noted, as far as a comparison between CG and NTG
is concerned, that frequency in the occurrence of pre- and post-nominal ad-
jectives displays the same tendency already observed in section 3.2 (Table
1): while prenominal adjectives tend to be more frequent in CG, the post-
nominal position is preferred in the Gospels. Our conclusion is that the two
orders actually instantiate the patterns (11a, D A N) and (15a, D N D A),
respectively, the only difference being that D is not visibile.

AN NA

Apology 44 10
Symposium 76 29
Cratylus 20 6

Mark 11 37
John 16 29

Luke 27 96

Matthew 35 96

Table 2. Nominal structures without a visible D and (at least) one adjective
modifying the head noun

3.4. DPs containing a numeral

In our corpus, numerals are found in three different positions. If the
DP has an article, the numeral shows up between the article and the noun
(33). If the DP has no article, the numeral occurs either to the left (34) or
to the right (35) of the noun, with no apparent differences in interpretation.

(33) a. Apology32b2-4
1€ VUElG TOVG BEKO GTPOTIYOVS TOVG OVK AVELOUEVOVG TOVG EK TG
vavpoyiog EBovievoacte aBpdovg Kpivey
‘when you wished to judge collectively, not severally, the ten generals
who had failed to gather up the slain after the naval battle’
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b. Mark 6.41
Kol Aafadv Tovg TévTe APToG Kol TovG dvo ixBvag
‘and taking the five loaves and the two fish’

(34) a. Apology 20 b9

TEVTE VDV
‘five minae’

b. Apology 40 ¢ 4
Kol yép 003V Thelov O g pOVoC paiveTar obTm &1 elvar fj pia VOE
‘and indeed all time seems to be no longer than one night’

c. Mark 12.42
kai EMBodoa pia ynpa ttoyn EParev Aemta dVo, & 6TV KOSPAVTNG
‘and a poor widow came, and she cast in two small brass coins, which
make a quadrans’

(35) a. Symposium 189e6—190a 1

Kol TpOS®To. 50(0)
‘and two faces’

b. Mark 12.42
kai EM0odoa pia ynpa ttoyn EParev Aemta dVo, & 0TV KOSPAVTNG
‘and a poor widow came, and she cast in two small brass coins, which
make a quadrans’

c. John2.6
Noov 8¢ éxel Aivar vdpiat £&
‘now there were six water pots of stone’

Notice that, in our corpus, there is only one instance of a polydefinite DP
with an articulated numeral: John 20.19, ‘T fiuépa éxeivn Tf i cofférov’
(‘on that day, the first day of the week’). This is actually consistent with what
is observed in SMG, where numerals are very rare in polydefiniteness (Mano-
lessou 2000: 155-156; Campos and Stavrou 2004).

4. An analysis

The data presented in sections 3.2 and 3.3 suggest a scenario for AG not sub-
stantially different from that proposed for SMG. Table 3 provides a summary of the
facts which will be relevant for our analysis, and a comparison between AG and SMG.

CG NTG SMG

ArtAdj N YES YES YES

Art N Art Adj YES YES YES
Art Adj Art N YES (rare) NO YES
Art N Art PP/Gen/Part YES YES NO
Art PP/Gen/Part YES YES NO
Art N PP/Gen/Part YES YES YES
AN YES YES YES

NA YES YES YES

Table 3. Distribution of nouns, adjectives and articles in AG and MG
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In our corpus, all classes of adjectives are found in prenominal position.
‘The data collected from DPs with a visible article (i.e. with an overt D) show
that prenominal adjectives systematically appear to the right of D. This pat-
tern is consistent with an underlying structure where adjectives are merged
prenominally (36).

(36) D AP AP AP, AP AP N

[quantification] [quality] shapelcolor] [a; /t el

If this is a correct generalization, we can further assume that even in
those DPs where D is not realized overtly, prenominal adjectives are still
merged in the position(s) shown in (36).”

As far as the polydefinite construction is concerned, the instances found
in our corpus give rise to a number of conclusions. First of all, the presence
of more than one definite article in one and the same DP is attested in all
the texts of our corpus. Although in CG the dominant pattern is the “mo-
nadic” one, with the adjective in prenominal position, instances of DPs with
postnominal adjectives and multiple articles are also found. These are much
more frequent in the Gospels. In both varieties, the presence of multiple ar-
ticles is obligatory with postnominal adjectives: no postnominal adjective
has been found in monadic definite DPs. These constraints are identical to
those observed in SMG.*® These observations, so far, show no incompatibil-
ity between the patterns with articulated postnominal adjectives attested in
AG and the structure in (9).

Yet, there are differences between AG and SMG.

The first difference is that, in AG, there are very few instances of construc-
tions where the articulated adjective linearly precedes the articulated noun (Ar#
Adj Art N). As shown in section 2, this pattern is possible in SMG, and is ac-
tually quite common in spoken registers. It is obtained, as claimed in section
2, through fronting [Art+AP] from its postnominal position to the left of D.
As also mentioned above, polydefiniteness in general seems to be more typical
of informal/colloquial styles than of (literary) written ones. Actually, track-
ing down the diachronic evolution of the construction, Manolessou (2000:
148-153) observes that polydefiniteness has been progressively specialized as a
“colloquial” phenomenon, which is frequently found in vernacular texts and

7 A (further) test for this hypothesis would be to check the relative order of multiple
prenominal adjectives: indeed, as shown in (4)-(6), adjectives merged prenominally are strictly
ordered. Yet, this test cannot be applied to our data, because the corpus does not contain any
instance of multiple prenominal adjectives, which are actually very rare in AG: “there is a tendency
to avoid a multiplicity of modifiers between article and noun” (Manolessou 2000: 237).

>% For a discussion of further data, their diachronic distribution from Classical to
Medieval Greek, and the differences in the interpretation of the attested linear orders, see
Manolessou (2000).
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almost absent in those inspired by (traditional) literary styles. If the phenom-
enon is typical of spoken registers, it comes as no surprise that there are very
few attestations of it in CG, from which only (literary) texts are available. As
far as the absence of the “reverse” construction in NTG is concerned, Mano-
lessou (2000) maintains that this could be a consequence of the influence of
the Semitic model, where adjectives are postnominal as a rule; note also that, as
shown in Guardiano (2003, 2011), prenominal modification in general seems
to be very rare in the Hellenistic koiné: genitives, for instance, are overwhelm-
ingly postnominal, while they are massively prenominal in CG. To conclude,
we believe reasonable to assume that the absence (or rarity) of reverse polydefi-
nite constructions in our corpus is due to stylistic reasons rather than to actual
syntactic constraints which block fronting: there seems not to be any structural
reason for fronting to be unavailable in AG (cf. also Crisma ez al. 2017). These
observations are consistent with the hypothesis that sequences with multiple
articles and postnominal adjectives in AG are instances of polydefinite struc-
tures, compatible with (9).

The second peculiarity of AG when compared to SMG is that, in NTG,
demonstratives (18a), pronominal genitives (18b) and (in one case) preposi-
tional phrases (18¢) are found between the noun and a postnominal (articu-
lated) adjective. As far as sequences with a demonstrative intervening between
an articulated noun and an articulated postnominal adjective (Art N Dem
Art Adj) are concerned, we mentioned in section 2 that, in SMG, they are
assumed to originate in the same (recursive) structure that is supposed to
produce multiple postnominal articulated adjectives (shown in Figure 2).
We have also mentioned that this structure is very rare in SMG, presumably
due to the fact that it is (assumed to be) hard to process: thus, the absence,
in our corpus, of multiple postnominal adjectives is not unexpected. On the
other hand, the same structure does not rule out the possibility that a post-
nominal demonstrative can cooccur with a postnominal articulated adjective.

Regarding the presence of genitives between the noun and the postnomi-
nal adjective, it must be noted that, in both CG and NTG, postnominal geni-
tives are possible but they emerge from two different underlying structures. In
CG (Guardiano 2011, Guardiano and Longobardi 2018), they are instances
of inflected “free” genitives (Longobardi and Silvestri 2013), which are usu-
ally postnominal and do not need to be adjacent to the head noun. In NTG,
genitives are only postnominal, must be adjacent to the head noun, and are
never iterated, precisely like in SMG. Thus, they seem to correspond (Guard-
iano 2011, Guardiano and Longobardi 2018) to “low structural” genitives
(GenO in Longobardi and Silvestri’s 2013 terms), like those of SMG. This
latter type is universally generated prenominally (Longobardi 2001): thus, in
both SMG and NTG, the linear order N GenO is obtained from movement
of the noun to the left of GenO. One might suppose that, when moving to
the left of GenO, the noun (phrase) raises from SpecPredP, either stranding
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the rest of the constituent (thus obtaining the order Art N GenO Art Adj) or
pied-piping the whole PredP (and producing the sequence Art N Art Adj Ge-
n0). Notice, however, that, in our corpus, instances of genitives intervening
between the noun and the articulated adjective are only pronominal, which
might point to a process of syntactic cliticization.

To sum up, none of the peculiarities of AG observed above actually falsifies
the hypothesis that the patterns Arz N Arz A found in AG are cases of polydefinite-
ness, namely instantiations of the structure (9) proposed for SMG in section 2.

We now turn to the sequences with multiple articles and non-adjecti-
val modifiers (examples 19-22). We claim that such sequences, despite them
looking identical to polydefinite structures, are not generated from (9): they
rather derive from a different construction, involving two separate DPs. It
must be remarked, first, that the definite article in AG has the property of
functioning as a (3" person) pronoun: in particular, it can be used with no
(visible) head noun, as for instance when accompanying the particles pév, 8¢
(37a) or a prepositional phrase (37b), a genitive (37c), an adverb (37d). This
property has become lost in SMG.

(37) a. i. Cratylus383b3
0 8¢ opohoyel
‘and he agrees’
ii. Martthew 12.3
6 8¢ elmev anToig
‘and he told them’
b. i Symposium 173 b 3
ZOKPATOVG £pOCTNG OV £V TOIG LOAMGTO TV TOTE
‘being one of the chief among Socrates lovers at that time’
ii. Martthew 12.4
TOlG HeT’ avTOD
‘for those with him’
c. i Symposium 174 ¢ 3
€mi NV 10D apeivovog
‘to the one of the better’
ii. Matthew 8.33
Kol 0 TOV dotpovilopévaov
‘and the things of those who were possessed with demons’
d. Symposium 173 b 3
Y mKPATOVG £pOCTNG DV €V TOIG LOMGTO TOV TOTE
‘being one of the chief among Socrates’ lovers at that time’

We propose that the articulated PPs, genitives, participles and adverbs
found in (19)-(22) are instances of the same structure shown in (37), name-

ly they are DPs headed by a “pronominal” article. In other words, we claim
that the sequences Art N Art PP/Gen/Part/Adv in (19)-(22) linearize, in fact,
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two separate (juxtaposed) DPs ([, D [NP]] [,, D [PP/GenP/...]]), where
the second DP (DP2) does not contain any overt noun and is headed by a
pronominal item, homophonous with the article. An obvious prediction of
this assumption is that, as 0, 1}, 70 loses its pronominal function, patterns like
those shown in (37) become ungrammatical; as a consequence, sequences
like (19)-(22), where a DP containing an overt noun is modified by a DP
headed by pronominal 6, 1, 10 followed by a non-adjectival modifier, become
unavailable too. This is precisely what has happened in SMG: the item o, 1,
70 does not display any pronominal property and, as a consequence, non-
adjectival modifiers headed by a “pronominal” article are ungrammatical.”’
We refrain from proceeding to a more detailed analysis of such sequences in
AG (attested also in Mediaeval Greek, where they were quite frequent, Hor-
rocks 1997) and we leave the issue to further research.®

Finally, the last remark concerns the NA orders found in DPs which do
not contain any article. According to Stavrou’s (2012) analysis, in SMG, non-
definite DPs containing a postnominal adjective are instances of (9), where
the adjective is merged as the complement of Pred. Yet, in a DP where D is
not endowed with a [+def] feature, Pred does not contain any [+def] feature
either. As a consequence, no visible realization of D, as well as of Pred, is re-
quired: this gives rise to a linear sequence where no visible item appears be-
fore the noun or between the noun and the adjective. We assume that, in AG,
the NA sequences derive in exactly the same way, and have a deep strucrure
of the same type as (9), with an empty D and an empty Pred.®

% Actually, this type of sequences is only attested in very high registers which imitate
older stages of the language (especially ‘katarevousa’).

% An anonymous reviewer suggests that “the string D N D Gen/PP/Part attested in
AG could be analyzed in terms of a Suffixaufnahme phenomenon”, as described for instance
in Manzini and Savoia (2019) and references therein. In principle, at a first glance the
data of AG seem not to be incompatible with an analysis along these lines. Yet, a deeper
crosslinguistic comparison would be required, in order to check whether the conditions
which allow for an analysis in terms of Suffixaufnahme are actually met by AG. This will
be a fascinating topic for future research. It must be noted that an analysis along these lines
might in principle hold also for the sequences in (18b) and (18¢) discussed above: under that
hypothesis, the interpretation of (18b.i) would be ‘my son, the one who I love’, that of (18¢)
‘the bread out of heaven, the true one’, and so on. Yet, if this were the case, we would expect
sequences with a non articulated postnominal adjective to be possible, while this is never
the case in our corpus. The conclusion seems to be that postnominal adjectives can only
emerge from a polydefinite structure like (9).

o' A crucial assumption here is that indefiniteness in Greek has a zero exponence as
a default realization. The indefinite article which may appear in indefnite DPs, or, in fact,
any (indefinite) quantifier, or cardinal, are realizations of either QP or NumDP, functional
categories merged in position(s) lower than D.
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5. Conclusion

This paper is a very first actempt to describe the distribution of adjecti-
val modifiers in AG using a formal analysis already proposed for SMG. We
suggested that the patterns of adjectival modification observed in AG can
actually be accounted for by means of the same theoretical apparatus devel-
oped for SMG.

In particular, the varieties of AG in our corpus exhibit prenominally
merged adjectives which are not crossed over by the noun, like in SMG. Ad-
ditionally, postnominal adjectives must be articulated in definite DPs, again
like in SMG. Thus, we propose that polydefinite patterns with postnominal
adjectives in AG can be assigned the same structure as the one assumed for
SMGQG, i.e. the structure in (9).

The overall conclusion is that the syntax of adjectival modifiers has been
diachronically stable in the language.

On the other hand, there are differences between AG and SMG. These
can be accounted for in terms of two separate explanations, one related to
the very nature of the (written) documents available, the other related to an
independent property of the item 6, 0, 10 (0, 1, 10 in SMG), which is avail-
able in AG and has become unavailable in SMG, namely the possibility of
it function as a pronoun.

One apparent difference between AG and SMG is that polydefinite se-
quences Art Adj Art N are very rare in AG, while they are quite common
in (spoken) SMG. This is likely to be due to the fact, which is well-known
from the literature, that such sequences are marked in terms of discourse-
oriented strategies; thus, they are expected to be hardly found in written
texts, which usually do not employ such strategies. However, we did find one
such instance in Plato, and the literature mentions a few more such cases:
thus, it seems that the possibility of fronting the [Art+Adj] complex is not
ruled out in AG. Our hypothesis is that there is no syntactic reason which
might produce the ungrammaticality of Arr Adj Art N sequences in AG:
their scarcity in the corpus is probably just a contingency, primarily moti-
vated by stylistic concerns.

Finally, linear sequences where a noun preceded by a definite article is
modified by a non-adjectival item accompanied by its own article (Arz N Art
Modifier [Genitive/PP/IAdvP .. .]), which admittedly look very similar to poly-
definite DPs, are not, according to our proposal, instances of actual polydef-
inite structures (9). Our claim is that these sequences contain two separate
DPs, one headed by an article (6, 1, t0) that takes an overt NP as its com-
plement ([,, D [NP]]), the other headed by a pronoun homophonous to the
article (0, 1}, 10), which takes as a complement a genitive, a PP, an adverb etc.
([p D [PP/GenP!...]]). These structures are possible thanks to the pronomi-
nal nature of 6, 1, 10, which was available in AG but is no longer accessible
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in SMG. When the pronominal function of 6, 1}, 10 was lost, structures like
(19)-(22) became unavailable too, as they actually are in SMG.
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Abstract:

Looking at the syllable as a phonological description unit, we can
highlight some basic features that characterize the segments thatare
part of it. The beginning of the syllable boundary is seen as a possi-
ble component of the syllable which shows some of the features as-
sociated with the way the units, which build it, are organized, and
this is considered as the strongest consonantal position. Speakers of
alanguage are able to identify possible consonant phonotactic com-
binations that may emerge at the beginning of the syllables and they
assert that not every consonant sequence can form lasting onsets.
The word-initial clusters in Albanian are various which depend not
only on the number of elements, but also on the possibilities of their
combination, and sometimes they are regulated by phonological
constraints. What is to be noted is that, with regard to the ability to
emerge in an onset position, there are no restrictions on the conso-
nants of the Albanian language which can all occupy this position,
either as a component or as a branched component. The Albanian
language does not show any visible limitations not only in the num-
ber of elements that emerge at the beginning of the syllable, but al-
so in their possible combinations to create such syllabic structures.
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ble, Syllable boundary

1. Introduction

Looking at the syllable as a phonological description unit, we can high-
light some basic features that characterize the segments that are part of it.
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The beginning of a syllable is seen as a possible component of the syllable
which shows some features related to the way (i.e. organization of the units in
which units are built) and is considered as the strongest consonantal position.
Speakers of a language are able to identify possible phonotactic combinations
of consonants that may occur at the beginning of the syllables and may also
assert that not every consonant sequence can form long-lasting onsets.

The initial structures in Albanian are amazingly various which depend
not only on the number of elements but also on the possibilities of their
combination. What we should point out is that with regard to the ability to
emerge in the onset position, there are no restrictions on the consonants of
the Albanian language which can all occupy this position either as a one-
consonant onset syllable or as a branched component (in two or more seg-
ments). Albanian language does not show any visible limitations both in the
number of elements that emerge at the beginning of the syllable and in their
possible combinations to create such syllabic structures. In Albanian language,
all consonants can emerge in the initial position of a syllable.

When we talk about the beginning of a syllable, let us consider that the
consonants or groups of consonants in the onset position emerge at the be-
ginning of the word as well as in its body.

Among the syllable models, the first case is related to the typical CVC
syllable, which can be represented either by a two-or three-consonant scheme.

Concerning the possible selections of consonant segments that may occur
at the beginning of the syllable, let’s observe the structure of some of the most
important combinations, distinguishing the onsets at the beginning of the
word and in its body, as well, which consist of one, two, three or four segments.

(1) kam [kam] (2) sti-né [sting] 3) mbledh [mbled] (4) ¢mbreh [tfmbreh]

have season collect unyoke
bu-kur[bu-kur] la-star [la-star] shkri-j [fkrij] zmbraps [3mbraps]
nice sprout melt repel(v)

fa-qe [fa-ce] tré-nda-fillcrondafil]  kehjell [k6jet] shndrit [ fndrit]
page rose clear(v) shine(v)

Figure 1. Figure 2. M
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The simplest sequences are the ones of the first type, mostly in simple sylla-
bles, or in two or more syllable words which has simple structures for each
of the elements (composed of only one segment).

However, we cannot say that only figure (1) predominates in Albanian
language, as the use of the segments with two or three consonants is frequent,
which is noticed by the different groups that are created and the positions in
which they emerge, both at the beginning of the word and in its body. For
example, in the word [brengo] (grief), we have a complex structure of the on-
set that appears both in the initial position and inside of the word, thus ob-
taining two compound schemes of the beginning of the syllable, as follows:

Figure 5.
u
/\
1 1
O R O R
N N
b r e n g o

In addition to the onsets with the binary branching, we have also observed
structures with three or four consonants, missing structures in several other
languages, such as Italian, English (Kaye, Lowenstan, Vergnaud 1990: 204)
or Spanish (Harris 1983: 14), in which the three-segment onsets are isolated
cases with the status of so-called structures /sCC/, or, in other words, syllables
which have the consonant “s” combined with two other consonant segments,
e.g. It. /stranol (i quditshém) [tfudit’fom]/stzrange’ or Eng. ‘spring’ [pranvera]
etc. This kind of behavior makes the phoneme “s” very special as it is related
to some specifications of its use not only in the three-consonant groups but
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also in the variety of combinations of simple onsets, thus creating groups of
two consonants such as:

sm-, sn-, sl, sp-, st, sk-. (A. Spencer 1996: 85)

The status of sC (cluster) structures in Albanian depends on the combi-
nation of s + C structures.

The presence of the s+C in the body of the word has two types of reflex-
es in Albanian. First of all, when words in Albanian start with these groups,
the s+C structures are inseparable, for example:

[la-star]-[sti-na], [da-sma]-[smi-ra], [mu-skul]-[sku-ta], otherwise the s+C
structures are separable between the two main syllabic components, the on-
set and the relevant coda.

Bug, in the Albanian language, the consonant “s” does not seem to have
any particular status within the structures at the beginning of the word, ei-
ther at its end. Yet, many of its positions remain to be seen.

As we will see below, these sequences can be either part of the root of
the word or part of a word formation whose positioning is certainly made in
accordance with the phonological features of the linguistic system. A typi-
cal case is that of the word formation prefixes, s-/z-, sh[[1/zh[3]-, ¢[tf]-, whose
placement at the beginning of words is based on the phonological oppositions
that the phonemes within the system can create in accordance with the prin-
ciple of the voiced or voiceless (s- and sh-[[] are used before the silent conso-
nants whereas z- and z/-[3] before the voiced ones), and the affricate ¢[tf]- is
used before the sonorant and vowels.

The liquids in Albanian do not serve as syllabic-nucleus structures as it
occurs in some languages. In standard Albanian, only vowels can serve as
the nucleus of the syllable. (R. Memushaj 2014: 146)

Albanian is part of the languages in which each grapheme is given with
a special phoneme. Since the graphs/graphemes have the same value regard-
less of the positions they originate, most of the words are read the same way
they are written (Memushaj 2014: 210).

The phonetic transcription of the Albanian vowels, as we will see below,
is provided through the symbols of simple oral vowels. Unlike the basic vowel
system, the vocal system of the Albanian language has only three degrees of
openness (close(d) [i, y, u] close(d)-mid [, o, o] and open [a]) and three rows
of formation (front [iy,e], central [o] and back [u,0,y].

i y u
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For this reason, the phonetic symbols of the vowels in the transcription
of the following examples will be given through such sounds. (Buchholz,
Fiedler 1987: 28; R. Memushaj 2014: 39).

1.1 CC-initial clusters

The structure of the syllable in Albanian language is open to phonotactic
combinations, thus allowing the formation of a number of consonant groups,
which emerge either as the initial structures of the syllables or as structures
in the body of a word.

There are no universal phonological rules regarding the possibilities of
combining the consonant segments in this position; each language develops
specific principles by adhering to its phonological structure. However, some
general principles, such as the principle of sonority or the limitations related
to the physiological and acoustic nature of sounds, should not be excluded,
since not every sound union can create onsets, limitations which are imposed
by the phonological system of the language.

The sonority hierarchy suggests that sounds with higher sonority stay
closer to the vocal nucleus, while lower sonority sounds are positioned at the
edges of the syllable. But it is noticed that the application of this principle
is not so categorical because in the combinations of the consonant segments
there are selections that overcome some of the phonotactic rules of the lan-
guage and are related to higher levels including genuine phonological pro-
cesses (examples of assimilation) as well as the construction of a number of
structures of lexical phonology {such as the selection of the prefixes and suf-
fixes and their correct positioning, suffixes of the first or second level, e.g. [i
pa-par-cakt-(¢)-uar] ‘undefined’}.

Let's look at the possible combinations of the segments at the beginning
of the syllables in the Albanian language. Regarding the likelihood of conso-
nant sounds to join in the formation of this component of the syllable, some
possible combinations are clearly noticed:

1.1.1 Occlusive + Occlusive

The groups of consonants formed from such segments are not numerous
and largely emerge at the beginning of the second syllables (or in the body of
the word) and are mainly double combinations. They are:

In the beginning of the word In the body of the word

tk tkurr[tkur] (shrink) -tk- pe- tku [pe-tku] (gown)

Table 1



180

MERITA HYSA

The binary features that define these sound groups are:

[- syllabic]
[- sonorant]
[+ coronal]

1.1.2 Fricative + fricative

These are sound combinations that have a lower usage density. They are
seen more in the body of the word and partly in the initial position:

‘ In the beginning of the word ‘ In the body of the word ‘

1.1.3 Occlusive + fricative

Table 2

These groups are not numerous in number and are mainly found in ini-

tial position.

In the beginning of the word

In the body of the word

ks- ksi-stér[ksi-stor]
gdh[gd]- gdhend[gdend]
kth [k0]-  kthe-tér [k@e-tor]
kth [k0] - kthi-né [k6i-ng]

ps- pso-nis[pso-nis]

(dough) ks o-ksi-gjen[o-ksi-gjen]  (oxygen)
(sculpt)
(claws) -kth [k6] an-kthi [an-k6i] (anxiety)
(scullery) | -ps- ka-pso-l1¢ [ka-pso-to]  (fuse)

(buy)

Table 3

The binary features that define these segment combinations are:

[-syllabic]
[-sonorant]
[+coronal]

1.1.4 Fricative + occlusive

The combination of these segments is most frequently observed and
presents a greater variety. While approaching such segments, we can discuss

whether the theory of sonority can be implemented or not, along with the
possible “violations” the theory can occur. Possible groups are:
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In the beginning of the word In the body of the word

f-  froj[froj] (invite) -f-  na-fté [na-fto] (oil)

fq-  fqinj[fcin] (neighbor) -sk-  bi-sko-té [bi-sko-to] (biscuit)

sk-  skua-dér[skua-dor] (squad) di-sku-tim [di-sku-tim] (discussion)

sp-  spec[spets] (pepper)

sq-  sqep [scep] (beak) -st-  bi-stu-ri [bi-stu-ri] (scalpel)

st-  sta-cion[sta-tsion] (station) la-star [la-star] (sprout)
sti-né [sti-na] (season) -shk- ba- shko [ba-fko] (unite)

shk- shké-ndi-jé [¢fko-ndi-jo] (spark) ndé-shko  [ndo-fko]  (punish)

shp- shpi-né[fpi-na] (back) -shp- pé-shpé-rit [po-fpo-rit]  (whispers)
shpend [fpend] (poultry) -shq- u-shqej [u-fcej] (feed)

shq- shqep [fcep] (skein) -sht- la-shté [la-fta] (ancient)

she-  shté-pi [fto-pi] (house) dé-shtoj [do-ftoj] (fails)

shth- shthur [[Our] (untwist)

vd-  vde-kje [vde-kje] (death)

zb-  zbardh [zbard] (whiten) -~vd- la-vdi [la-vdi] (glory)

zg-  zgalem [zga-lem] (petrel) -zhd- go-zhdé [go-dso] (nail)

zhd- zhduk [&zduk] (disappear) va-zhdé [va-dza] (furrow)

zhg- zhgun [dsgun] (woolen gown) -zhg- vé- zhgo [ve-ds0] (observe)

zgj- zgju-a [zyu-a] (hive)
Table 4
Presenting the above mentioned groups, we face some essential
features:

First, all the occlusive-fricative groups are closed so that none of them
can be expanded by adding a third element.
Secondly, the principle of sonority is applied only to some of these groups,
and precisely to the groups of the occlusive-fricative sounds. Generally speak-
ing, in initial syllables of the word as well as in the onsets formed by consonant
groups but not in the initial syllables, the principle of sonority is not applied.
Thus, in the linear rankings of the sounds there is a noticeable change in
the degree of sonority since, especially in the fricative-occlusive groups, this
principle is not applied. Only in the occlusive-fricative combinations (gdh,
kth) this principle is concertized.
In determining the syllabic boundaries, a widely accepted criterion is fol-
lowed, according to which, the groups consisting of two voiced consonants
form syllables with the subsequent vowel when words of language begin with

these groups. (A. Spencer 1996: 94).
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1.1.5 Sonorant (nasals) + occlusive

The combinations among the sonorant consonants and voiced (clusters)
ones (whether occlusive or fricative) form the dominant groups of the onset
in Albanian. Combinations may be voiced + sonorant, or vice versa.

In this group, most of it consists of unions between nasal and occlusive
consonants. The building of such beginnings is a deviation from the princi-
ple of sonority because these groups in the Albanian language are not sepa-
rated during pronunciation. In most cases they are noticed in the internal
structures of words. They are:

In the beginning of the word In the body of the word

mb  mbaj [mbaj] (keep) -mb- ké-mbé [ko-mbo]  (leg)

mp  mpij [mpij] (numb) -mp- ka-mpilka-mpi] (camp)

nd ndaj [ndaj] (seperate) | -nd- ve-ndi [ve-ndi] (place)

ng ngar-ke-sé [ngar-ke-so] (cargo) -ng- pra-nga[pra-nga] (cufs)

ngj  ngja-lé [nya-lo] (eel) -ngj- mé-ngjes [mo-nyes] (morning)

nx nxé-nés [ndzo-nas] (pupil) -nx-  ve-le-nxa[ve-le-ndza] (rugs)
Table 5

The binary features of the sonorant + occlusive groups are as follows:

[-syllabic]

[+sonorant]

[+coronal]

1.1.6 Occlusive + sonorant

In the beginning of the word In the body of the word

bj- bje-shké [bje-fko] (mountains) | -bj- o-bjek-ti[o-bjek-ti] (object)
bl- ble-té [ble-to] (bee) -br- li-bri [li-bri] (book)
bll- bllok [blok] (block) -bl- pu-bli-ku [pu-bli-ku]  (public)
br- bre-nda [bre-nda] (within) -gj- pér-gjell [par-tsjet] (convey(v)
- jap [tsjap] (goat) -dr- a-dre-sa[a-dre-sa] (address)
- gjerr [tfjer] (scratch) -ke- a-krep [a-krep] (scorpion)
cl- cliroj[¢fli-roj] (release) -gl- ve-gla [ve-gla] (tools)
¢m- ¢moj [t/moj] (apprize) -gr- a-gru-me [a-gru-me]  (citrus)
¢n- ¢nde-roj[tfnde-roj] (dishonor) -pl- di-plo-mat[di-plo-mat] (diplomat)
¢nj- ¢nje-ré-zor(tfe-ro-zor] (inhuman) -pr- ka-proll [ka-prot] (deer)

cr- gre-gji-stroj [ tfre-yi-stroj] (deregister) -tj- a-tje [a-tje] (there)

dj- dja-1é [dja-1o] (boy) ve-tjak [ve-tjak] (own)

dr- dra-mé [dra-mg] (drama) -tr- pa-triot [pa-triot] (patriot)
dhj- dhja-mé [dja-mo] (far)
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kr- kresh-nik [kref-nik] (highlander)

kl- kla-sé [kla-so] (classroom)

kll- klla-pi [kta-pi] (delirium)

kth- kthe-sé [ke-so] (turn)

gl- glob [glob] (globe)

gll- gllénj-ké [glon-ko] (sip)

gr- gra-ckeé [ grats-ko] (deadfall)

pj- pje-sé [pje-so] (part)

pl- pla-ké [pla-ko] (old woman)

pll- plla-ké [pla-ko] (slab)

pr- pra-né [pra-no] (nearby)

- gerr [ger] (spin)

tk- tkurr [tkur] (shrink)

tr- tro-ndis [tro-ndis] (shock)
Table 6

As it can be seen from the above presentation, the combinations of so-
norant + occlusive groups and vice versa, constitute a considerable number
of onsets in Albanian. These groups are noticed mostly in the initial syllable
structure and less frequent in the body of the word, or at the beginning of
the second syllables.

Between the two groups, the initial and in-the-body-of-the-word group,
there is a kind of asymmetry, since some of the initial onsets are not used in
internal position.

The problems associated with the identification of the syllable compo-
nents and the boundaries between them, obviously affect the sonorant +
occlusive groups. This is because almost all the syllables containing these
consonant groups do not apply the principle of sonority. Each of the struc-
tures first contains the sonorant consonant and then the occlusive one, thus,
disrupting the hierarchy of the sound sonority, since the occlusive, being less
sonorant, and stands near the vocal nucleus.

As far as the division of the words into syllables in these formations,
the boundaries between the assumed coda of the first syllable and the be-
ginning of the second syllable are very relative. In addition to the nasal-oc-
clusive consonant groups, (nd, ng, ngjnyl, nk, nxh[nds], mb, mp etc.) which
is phonologically inseparable in Albanian, and in any position, they emerge
into a single starting structure. Other liquid + occlusive groups do not have
the same status and the division of words into syllables of such groups in the
VCCV structures is somewhat free, i.e. it is not excluded from various com-
binations, whether VC-CV or V-CCV.

But such a division poses a problem with the defining of the consonant
groups that we have presented as the onsets since we will no longer have a
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consonant startup group if there passes a syllabic boundary to divide it. The
first consonant of the group, the sonorant, will be taken as part of the last
component of the first syllable, its coda, and the beginning of the second
syllable will be simple and not branched. However, it should be emphasized
that in many languages the starting structures (onsets) are more numerous
and in some of them the existence of the coda as the last component of the
syllable is questionable and that the combinations of the coda sounds are
more limited than the beginning ones.

This “differentiation” of the syllable components is closely related to the
concept of the peak of the syllable which seems to give priority to the begin-
nings of the syllable versus the occlusive one (A. Spencer 1996: 93). In this
regard, let’s take the example of the definition of the syllable components
in a given word, e.g. “tel” (wire), distinguishing three stages separated from
one another:

1- Nucleus Formation (N)

2- Onset Formation (O)

3- Coda Formation (C).

And they are presented in the following schemes:

a. b. o c. o
S
\ [
N N N C
t £ 1 t € 1 t € 1

At first, we identify the nucleus (a), a vowel in the Albanian language,
which represents the peak of the syllable.

Then, (b), we identify the onset as a right-sided component of the rhyme,
which requires us to mark the nucleus as its central component. At the same
time, we can determine that a broad formation consisting of an onset fol-
lowed by a structure as a thyme is nothing else but a syllable.

Finally, we need to identify the coherent end, as a constituent element
of thyme, marking it as the syllable coda.

In such a mono-syllabic structure, the process of identifying the syllable
components is not a problem. The difficulties are related to the exact defini-
tion of these two or more syllable structures, (returning to the above prob-
lem), especially when one of the components is built from two consonant
segments. Let’s bring the example of the word gonxhe [gondse] (bud), more
precisely, of the possible ways of dividing this word in syllables:
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Obviously, from the three ways, the first one should be taken as the most
accurate. The reason for such a claim is related to the internal features of the
phonological system of the language. The definition of the syllable bound-
ary when the group consists of two consonants is related to a general rule of
the phonetic division of the word in syllables in the Albanian language (A.
Dodi 2004: 134). The VCCV structures, in most cases the consonant group
goes with the following vowel, thus gaining open syllables that make up the
most common pattern of syllables in Albanian. These groups consist main-
ly of the combination of voiced-sonorant, or occlusive-fricative consonants.

Along with the formation of the two consonant groups observed above,
in the Albanian language there are also combinations of fricatives and so-
norant as follows:

1.1.7 Fricatives-sonorant

In the beginning of the world In the body of the world
dhr- dhrim [drim] (avery old woman) | -dhr- ku-dhra [ku-dra] (anvil)
dhj- dhjamé [djamo] (far) -dhj mi-dhje [mi-dje]  (mussel)

- fa-lé[fja-lo] (word) -fj-  shpi-fie [Jpi-fe] (slander)
fl-  fleté [fle-to] (foils) - ciflig [¢i-flig] (hacienda)
fll-  fllu-ské [ftu-ska] (bubble) fr-  re-fren [re-fren]  (chorus)
fr-  fre-skét [fre-sko]  (fresh) -sj-  do-sje [do-sje] (folder)
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sj- sjell [sjet] (bring) -sm- da-smé [da-smo] (wedding)

sm- smiré [smirg] (envying)

shm-  shmang [fmang] (avoid)

shl- shly-¢j [[ly-¢j] (liquidate)

thj- thjesht [6jeft] (simply)

vj- (1) vje-tér[vje-tor] (old)

vl- vle-ré [vle-ro] (value)

vI- vri-mé [vri-moa] (hole) -vi-  lé-vro [lo-vro]  (cultivate)

zj- zjarr [zja(] (fire)

zm- zmadhoj [zma-Joj]  (zoom) -zm-  ka-zmé [ka-zmo] (mattock)
Table 7

Consonant groups composed of a voiced (which can either be occlusive or
fricative) and a sonorant, as seen, make up the bulk of the double onsets in
the Albanian language.

The binary features of these groups are as follows:

[-syllabic]

[+sonorant]

[+coronal]

[+continuant]

1.1.8 Sonorant + Sonorant

The last binary combination of the consonants emerging as the onset
is the case when two sonorants come together. In general, we can only talk
about onsets for a part of them because not all of these groups form onsets
in the Albanian language. The sonorant segments in the body of the word,
considerably, are divided between the two distant components of the sylla-
ble, such as:

‘laj-mi’ (news), ‘baj-rak’, ‘lej-lek’ (stork), ‘ar-mé’ [ar-ma](gun) etc.; but,
according to A. Dodi, when the sonorant j, m, |,” appear” as the second ele-
ment of the group, the whole group goes with the following vowel, i.e. it does not
split”.(A. Dodi, J. Gjinari 1983: 118)

Since Dodi‘s rule does not stand, this also appears from the examples
he brings for illustration, which although they have j, m or I as a second ele-
ment, he still divides them, eg.

‘laj-mi’ (news), ‘for-ma’ (shape), ‘¢aj-le’ (no worry) etc. So, the rule we
have followed so far is worth practicing.

Noticeably in these sonorant groups, there are rare cases when these
groups serve as onsets, but the symmetry is complete. The same groups emerge
as initial structure onsets as well as the onsets in the body of the word.
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In the beginning of the word In the body of the word
e rrjedh [gjed] (How) -rrj-  bje-rrje [bje-rje] (wastage)
mj- mjel[mjel] (milking) -mj- pa-mje [pa-mje] (view)
ml- mlysh[mly/] (pickerel)
mll- mllef [mief] (rancor)
mr- mriz [mriz] (a shadowy place,

where the cattle stay when it is too hot)

Table 8

1.1.9 Features of the two-segmented onsets

From the analysis of the consonant groups in the onset position we no-
tice that their use occurs in all positions, some of them emerge in an initial
position whereas some at the beginning of the second (or even third) sylla-
ble of the words. From features’ observations of the two-segmented onsets,
it turns out that not all the combinations are possible. This is related to the
segmental composition of these groups. Thus, occlusive +occlusive, fricative
+fricative and sonorant + sonorant combinations are less common, since not
every union of these segments can form a two-segmented onset.

Regarding the placement of syllable boundaries between elements of non-
initial structured onsets, Albanian phoneticians do not follow the same crite-
ria. Therefore, in A. Dodi’s “Phonetics and Phonology” (A. Dodi 2004: 135), as
noted above, some of the consonant groups in the body of the word are taken
as onsets even though they are not really such. Dodi does not even give any cri-
teria to support this division. There are no words in Albanian that begin with
the onsets that this author accepts; regarding the sonority, the ordering of their
sounds contradicts this principle, as closer to the nucleus lies a less voiced sound.

The elements that enter into the initial structure of the syllable, neces-
sarily contain [+ consonant] and [-syllabic] features. What other binary char-
acteristics should the consonants of each pair have?

Considering all the double combinations of the consonant segments
of the beginning of the syllable, the distinctive features of the sounds that
form part of this structure are the followings (R. Memushaj 2016: 102-104)

[-syllabic], where the onset segments are only consonant, and as such
can never emerge as the climax/peak of the syllable;

[tsonorant], where the first element of the onset may be a sonorant or
even a voiced consonant according to the combinations noted above.

[+continuant], where the long lasting sounds can be the sonorant and
the fricatives. The occlusive are unrecognized by this feature. Depending on
the combinations of these segments, the feature may be positive or negative.

[+coronal], where the sounds are articulated with the tip or the blade
of the tongue. This feature characterizes a certain sound class, so the dental,
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alveolar, palato-alveolar and retroflex segments are [+ coronal]. From this
feature, the labial, palatal and velar are excluded.

As for the [tvoiced] feature, it depends on the [tsonorant] feature: if both
group consonants are [-sonorant], both will be either [-voiced] or [+voiced],
i.e. they must be either voiced or silent. We can say that for the voiced con-
sonants this feature cannot have different values.

The binary features for each of the two consonant components of the
syllable onsets in the Albanian language are:

c
/O\ )
—syllabic] —syllabic]

sonorant] sonorant]

[
(
(
(

— — — —

+ +
+ continuant] + continuant]
+ +

coronal] coronal]

1.2 CCC-initial clusters

An important place in the onsets of the Albanian language also includes
the groups composed of three consonants. They come as combinations of dif-
ferent segments either in the initial structure position, or in the body of the
word. The ‘selected’ segments for the creation of these units are mainly the
voiced ones (occlusive or fricatives) and the sonorant ones. As we will see in
the inventory of these groups, we do not have a group of three voiced con-
sonants; we always notice the presence of a sonorant, in an initial, central or
final position, where a [-sonorant] consonant cannot emerge.

The three-consonant onsets encountered in Albanian at the beginning
and in the body of the word are these:

Groups at the beginning Groups in the body

¢nd-  ¢ndero [¢f nderoj] (dishonor)

mbj-  mbjell [mbjel] (plant) -mbj-  hu-mbje [hu-mbje] (loss)

mbl-  mbledh [mbled] (collect) -mbl-  pér-mbledh [por-mbled]  (summarize)

mbr-  mbreh [mbreh] (harness) -mbr- o-mbre-ll&[o-mbre-1o] (umbrella)

mpr-  mpreh [mpreh] (grind) -mpr- ko-mpre-sé[ko-mpre-sa]  (stupe)

mpl-  mplak [mplak] (getting older) | -mpl-  ko-mplo-ti [ko-mplo-ti]  (conspiracy)

ndj-  ndjell [ndjel] (evoke) -ndj-  e-ndje[e-ndje] (weave)
ndjek [ndjek] (follow)
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ndr-  ndri- ¢o [ndri-tfo] (shine)

ndreq [ndrec] (fix) -ndr-  ku-ndroj [ku-ndroj] (contemplate)
nxj-  nxjerr [ndzjer] (exhale)
ngr- ngri- tés [ngri-tas] (hoist)
skr- skru-pull [skru-pul] (scruple) -ngr- ko-ngres [ko-ngres] (congress)
skll- skllav [sktav] (slave)
str- stru-kturé[stru-ktu-ra] (structure)
spr- spraps [spraps] (back off) -str-  pa-stroj [pa-stroj] (cleanse)
shfl- shfle-to[ ffle-to] (browse)
shft-  shfry-j[[fryj (grumble)
shkr- shkri j[[krij] (melt)
shnd-  shndérro[ fndo-ro] (convert) -shkr- pér-shkruaj [par-fkruaj] (describe)
shpl-  shpleks [ pleks] (unravel)
shpr-  shpreh[fpreh] (express)
shtj-  shtje-lloj [ftje-toj] (explicate)
shtr- shtroj [ Jtroj] (lay) -shtj- ké-shtje-lla [ko-ftje-ta]  (castle)
skr- skru-pull [skru-pul] (scruple) -shtr-  vé-shtroj [vo-ftroj] (look)
zbr- zbres [zbres] (subtract)
zdr- zdrukth [zdruk0)] (plane)
zgr- zgrip [zgrip] (the brink) | -zdr- la-zdro [la-zdro] (caress)
zvj-  zvjer-dhje [zvjer-dhje] (weaning)
zhdr- (i) zhdrej-té [d3drej-to] (oblique)

Table 9

The three-element onsets, as noted in the above examples, do not ap-
pear as isolated cases in Albanian; on the contrary, they occupy an important
place in this syllable structure, being quite frequent, especially in the initial
structure syllables of the words.

Identifying three-segment onsets in the body of the word when these are
part of the four consonant groups is much more difhicult. To determine in
which of these groups we have onsets, we must apply the following rule: “The
first consonant of the four consonant groups goes with the vowel before it”.

However helpful this rule might be in identifying the bulk of the triple
onsets still are not inclusive. Thus, while ab-strakt [ab-strakt], ek-stra-va-gant
[ek-stra-va-gant] etc. are divided in accordance with the rule, the implemen-
tation of this rule in the four consonant groups which start with mb, nd, ng
e ngj, would separate the nasal one from the following voiced one, for exam-
ple, e pashmangshme [pafmangfme] (inevitable) would be divided as “e pa-
shmang-shme” [e pa-fmang-fme]. This not only contradicts the nature of the
Albanian language but also the other rule which says that a group of conso-
nants in the body of speech may be onset, if words in Albanian start with it
(R. Memushaj 2014: 148)

The principle of the sonority of sounds is applied in the second or third
syllable of the words, while the initial structure syllables are excluded from
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this principle and bear a free choice of the combination of the segments.
Considering this fact, it is very natural to divide consonant groups into the
body of words, because in all cases the first element is a sonorant one (fol-
lowed by a voiced one) and as such it should stay closer to the vocal nucleus,
being attached to the final component of the preceding syllable, to the coda.

Thus, the division of consonant groups into the body of the word would
be in accordance with the application of the degree of the sound sonority,
e.g. ‘par-tner’ (partner), ‘kon-kret’ (concrete), since /t/ and /k/ have a lower
level of sonority than /r/ and /n/ and we should stay away from the peak of
the sonority so that the first segment of the group becomes part of the coda
of the first syllable. The same happens with other words although the ratio
of the sonorant and the voiced ones can be shifted (the above groups have
such structures:

-sonorant + sonorant + voiced,

-sonorant + voiced + sonorant,

-sonorant + voiced + voiced.

It should be noted that in other languages (in Italian and English for
e.g.) similar three-segment initials are found and they appear as isolated us-
es and are related to the particular status of the phoneme which is the only
consonant that can precede a bi-consonant beginning composed of a voiced
+ a sonorant but having some conditions:

-First, the phoneme /s/ should always be found at the beginning of the
consonant group emerging as an onset component; then, the /sCCs/ groups
are mainly found in the initial position and rarely in the second syllable of
words. In Albanian, this phoneme does not have such a specific status as in
other languages. The only formations of consonant groups, which have this
segment as their element, position it in the middle of the group and in most
cases the group is divided.

The most controversial case in the Albanian language is the case of a
fricative, which often appears in the initial position, with the status of the
prefix, and in the body of the word, too. The groups that have this segment
appear not only in the initial position (such as ‘shfle-roj” [ [fle-toj] (turn the
page), ‘shndé-rroj’ [ fnds-roj] (to transform), but also in the body of the word
(such as “ké-shtje-1lé’ [ka-ftje-to] (castle), vé-shtroj’ [va-[troj] (stare) etc.)

However, it is noted that in some of the three element groups, whether
initials or in the body of the word, the principle of the consonant order ac-
cording to the degree of sonority is not respected, which in some cases can be
explained by the fact that the first element of the group is a prefix, such as in
case of: ‘shpleks’ [ [pleks], shfryj’ [[fryjl, ‘shfletoj’ [[fleto]l, ndricoj’ [ndritfoj],
‘ngre’ [ngrel, ‘mplak’ [mplak] tc., while in other cases we may be satisfied
with the claim that the sibilant consonants /s/ and /sh/ are behaving more
differently than others.
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In the initial use of the consonant groups, it is noted that they are genu-
inely part of the branched onset structures in the Albanian language and they
are excluded from the implementation of the hierarchy of sonority.

So let’s bring some examples of these ‘free’ formation units by distin-
guishing possible ways of combining them:

1. Sonorant +occlusive + sonorant mbl, sj, mpl, ndr, ndj, ngr etc;

2. Affricative + occlusive + sonorant sc/, str, melt, shfl, shpl etc.

Observing the checklist of the three-initial groups, it turns out that the
first element of the group may be a voiced or silent consonant, or an occlusive
or affricative consonant. But in the second and third position, a random con-
sonant cannot emerge as it can be seen more clearly in the following scheme:

/G\
/\ R
[=syllabic] [=syllabic] [=syllabic]
[+sonorant] [-sonorant] [+sonorant]
[+ continuant] [+continuant] [+ continuant]

From this we see that in the three element groups there are no restric-
tions on the first element of the group, which may be sonorant or voiced
or occlusive or affricative. For the second and third element there are
limitations.

Thus, a voiced consonant can only emerge as a second element of
the group, whereas a consonant segment with the characteristics of + so-
norant, + continuant, i.e. a fricative sonorant or vibrant consonant can
emerge as a third element. An exception to this rule is just the ¢nd- group
‘enderoj’[t/nderoj] (dishonor), where the second element of the onset is [+
sonorant], while the third [-sonorant, -continuant]. This can be explained
by the fact that this group is secondary and is created by the union of the
prefix ¢[tf]- with the onset nd.

1.3 CCCC groups of onset structures

The last consonant formation in the onset structure is composed of four
segments. Though being more specific and fewer in numbers, they make the
beginning of syllable in Albanian very diverse in terms of the number of con-
sonant segments and their combinatorial possibilities.
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¢mbl-  ¢mbledh [tfmbled]  (scatter) ¢ndr  ¢ndryshk [¢ndryfk] (renew)
¢mbr-  ¢mbreh [tfmbreh] (unyoke) shndr  shndrit [ fndrit] (shine)
¢mpr-  ¢mpreh [¢fmpreh]  (blune) zmbr  zmbraps[zmbraps]  (repel(v)

Table 10

The four-segment onsets can be seen as exceptional cases, as they all
occur in words derived from prefixes, which means that a fourth element,
which belongs to another morph/morpheme, joins the three-segment onset
of the root morpheme. The prefixes sh[]-/[tf]- and z- are to be added as the

fourth consonant element.

o

/\

(@) R

[+consonantic] [+consonantic] [+consonantic] [+consonantic]
[-sonorant] [+sonorant] [-sonorant] [+sonorant]
[+continuant] [-continuant] [-continuant] [+continuant]
[+clear] [—clear]

From this scheme, it appears that there are no restrictions on the first
and third consonants of the group, which may be voiced, or sonorant, occlu-
sive or fricative. But there are restrictions on the second and fourth conso-
nant segments: the third consonant can be neither fricative nor vibrant, it can
only be voiced or sonorant occlusive; and the fourth element can be nothing
but a sound [+ sonorant] and [+ continuant], i.e. the ending segment of the
four group onset (CCCC groups of onsets) should be a sonorant affricative.
The initial complex structures are an important feature of the phonological
system of the Albanian language. Although a part of them are created as a
result of morphological processes, the way in which segments are structured
is of interest.

This is related to the segmental composition of these groups, which in-
clude all classes of consonant segments, though not with the same densities
of use. Thus, combinations of the voiced of the same class (O + O or F + F)
are rare compared to the combinations between voiced and sonorant, or the
combination between voiced consonants which have different ways of for-

mation (O + For F + O).
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Abstract:

In English, finiteness has an extremely limited realization in morpho-
logy and is almost exclusively defined in syntax. In particular, there are
two main morphological forms, the stem and the stem followed by the
-ed ending, which function as finite or as non-finite (infinitive, partici-
ple) depending on the syntactic context. We propose that the main split
of English is aspectual and tense and mood specifications are derived
by the syntactico-semantic context. Importantly, there is no necessary
connection between the form that non-finite complementation takes
in English and the reduced inflectional paradigm of the language. Geg
Albanian and Romanian are richly inflected languages. Yet the short
infinitive of Romanian coincides with the verb stem; the Geg Albanian
verb stem externalizes the infinitive (paskajore) and participle. There-
fore in Balkan languages as well, non-finiteness is defined by syntac-
tic context. Specific attention is paid to the role of the subject and of
prepositional introducers in disambiguating the relevant verb forms.

Keywords: Infinitive, Inflection, Participle, Preposition, Subject, Tense/
moodfaspect

1. Introduction

English is characterized by the almost total absence of verbal inflection.
The verbal forms for a verb like gpen are given in (1). The formations in (1a)
are in the present, while those in (1b) are in the past. Leaving aside the 3™
person singular, present tense, which takes the athx -s, the verb has exactly the
same form in all the other persons and numbers. It is basically uninflected. In
(1b), the verb takes the affix -ed (opened) in all persons and in both numbers.
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(1) a. I/you open, he/she/it opens, we/you/they open
b. I/you/he/she/it/welyou they opened

What is more, gpen, along with the finite forms in (1a), also corresponds
to the infinitive. The complement clauses in English (2a-b) are treated as in-
finitival, given that the embedded verbs have no morphological indication
for 3" person (cf. *fohn tried/ought to opens the door). On the contrary, they
are (obligatorily) introduced by the element 70, which is standardly treated as
an infinitival marker (Chomsky 1981). The embedded subject in (2) is obli-
gatorily null and its reference is controlled by the matrix subject.

(2) a. John tried (*Bill) to open the door.
b. John ought (*Bill) to open the door.

The imperative (3a) and the subjunctive (3¢), which is a relic form and
not really productive, also correspond to the form open. The form opened,
apart from being the past tense, also corresponds to the perfect/passive/adjec-
tival participle (4).

(3) a. Openit
b. I request that he open it.

(4) a. Ihave opened it.
It was opened.
c. an opened box

One obvious question that arises is whether the lexicon has four diffe-
rent entries for gpen and two different ones for opened, or whether there are
just two entries open - opened. If the former is the case, then we should al-
low for a high degree of homonymy in the lexicon. If the latter, we would
have to account for the different functions that each of these forms has. In
morphological terms, verbal inflection in English shows a very high degree
of syncretism (Pinker 1999: 30-33). In terms of the standard morphological
framework for generative grammar, namely Distributed Morphology (DM,
Halle and Marantz 1993), one might propose that underlying syntactic forms
are fully specified; however, massive syncretism results from the underspeci-
fication of the lexicon, or the application of Impoverishment rules (or both).

As is well-known, the DM account relies on Late Insertion of lexical ex-
ponents. Under projection of the syntax from the lexicon (Chomsky 1995),
the question of syncretism takes a different shape, essentially that of disam-
biguation by the syntax or the interpretive interface (Kayne 2010). The com-
parison with Balkan languages, including in particular Eastern Romance
(Romanian) and Albanian, is relevant in this respect because it shows that
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poverty of inflectional morphology in the system is not necessary to trigger
the use of bare verb stems in particular as non-finite forms of the verb (infi-
nitives, participles). Both Eastern Romance and Albanian are inflectionally
rich. Romanian is more or less comparable to other null subject Romance
languages; Albanian adds inflections for Voice (Manzini ez al. 2016) on top
of everything else. Yet the Romanian ‘short infinitive’ is a verb stem. So is
the paskajore ‘infinitive’ of Geg Albanian, also used as the perfect participle;
in Geg Albanian furthermore both the present and the simple past 3 person
singular may be instantiated by verb stems. Note that Geg Albanian does
have participial inflections, which are only used in adjectival environments.
Note also that Romanian has shed the -re inflection which was present in
Latin and still survives in another Eastern Romance language, Aromanian.
Therefore external causes seem irrelevant to the instantiation of non-finite
forms (and partially also finite forms) by means of a verb stem.

In section 2 we discuss English, concluding that the distinction between
the stem form and the -ed form is aspectual and that finiteness is a syntactic
construal. In section 3 we discuss the representation of the subject, which re-
presents an important factor in the syntactic definition of (non-)finiteness. In
sections 4 and 5, we consider Balkan languages. Section 4, on Romanian, al-
lows us to advance a proposal as to the prepositional element that is seen to in-
troduce (inflected and non-inflected) infinitives in Romance and in Germanic.
In section 5, we consider the verb stems of Geg Albanian in their participial,
infinitival (paskajore) and finite construals. Again we assume that their natu-
re as verb stems makes them compatible with a restricted set of enrichments
(modal, temporal, aspectual), subject to the syntactic context.

2. (Non-)finiteness in English

As briefly outlined in the introductory section, the question arises what
(non-)finiteness amounts to in languages like English, where inflectional
morphology is almost entirely absent. The basic assumption would have to
be that (non-)finiteness in English is syntactically defined.

Eide (2016) considers data from English and Norwegian and distingui-
shes between morphological (u-)finiteness and syntactic finiteness. According
to her analysis, English does not have p-finiteness and the two verbal forms in
(5) correspond to two entries in the lexicon specified simply for +past.' This
implies that their different readings would have to be derived syntactically.

(5) a. +past: opened (preterite/participle)
b. —past open (present/infinitive)

!'We do not discuss the verbal -ing form, since it is non-finite in any case.
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As is well-known, some English verbs distinguish between the two +past
forms, since they have one form for the preterite and another one for the par-
ticiple, as shown in (6).

(6) a. go—went— gone
b. speak — spoke — spoken

C. S€€ — saw — seen

According to Eide (2016: 159-161), these forms are quite often mixed in
the speech of native speakers, as in the examples in (7).

(7) a. woulda came (‘would have come’), coulda went (‘could have gone’)
b. Iseen it (‘I saw it’), she done it (‘she did it’)

This kind of mixing, Eide argues, shows the absence of the p-finiteness
feature in English. To the extent that the distinction between the preterite
(finite) and the participle (non-finite) holds for some verbs, it has to be de-
fined lexically and restricted to a limited class of verbs (learned forms). As
the mixing of these forms shows, this distinction tends to become obsolete.

Adopting this approach, there is a single form opened. If we assume that
the form open is essentially the stem, which excludes the past reference, we
should define the way this form is compatible with both finite and non-fini-
te interpretations. The same holds for the form opened, which being +past,
is compatible with a finite reading, while as a participle it gets a non-finite
reading. The issue that arises then concerns finiteness at the syntactic and
interpretive level.

2.1 The form [-past]

Let us start with the form gpen. As a present tense, it is the same in all
persons, apart from 3™ person singular which takes the ending -s, namely
opens. In all the other persons, it is the syntactic subject that disambiguates it.

(8) L, you, we, they} open

Following Chomsky (1995), the syntactic category Tense has uninter-
pretable @-features, whose interpretation is determined by the corresponding
interpretable features of the pronoun in subject position, as in (9). In (9),
Inflection is not realized as a separate morpheme since verbal inflection is
absent in English. The realization of the phi-features and their specification
is derived by the merge of the pronoun (or a DP in general) with the head
T; this configuration gives rise to a spec-head (Subject-T) agreement relation
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(see also Ackema 2002; Roberts and Roussou 2003). In what follows we use
I (Inflection) instead of T, as the relevant head, as in Chomsky (1986).

C)N I/you/we/they[im] [ [ open (the door) 1]]

) [vI’/VP

This approach is compatible with the fact that there is no evidence for
V-to-I movement in English (Pollock 1989) and a null subject is not possible
in main finite clauses. Effectively, finiteness in (9) is determined by the pre-
sence of the subject. At the same time, finiteness concerns the temporal refe-
rence of the clause as well, coinciding with the utterance/speech time (for an
overview see Nikolaeva 2007; Eide 2016). We assume that this particularly
elementary tense specification can be provided by a (default) enrichment at
the Conceptual-Intentional (C-I) interface.

Let us next consider the same form (i.e., the verbal stem) as a non-finite
verb in (10). In this structure, the same form occurs along with the marker
to, which traditionally in generative grammar is analyzed as an element of
the non-finite (infinitival) Inflection. So what turns the verbal form into a
non-finite one is essentially the syntactic environment it occurs in.

(10) (John tried) [to gpen/*open the door |

It’s worth pointing out that the same stem can be construed as an infinitive
even when the marker 7o is absent, as in (11). The sentence in (11a) has a mo-
dal verb which functions as an auxiliary and realizes the I head. Modal verbs
in English can only be used as auxiliaries and not as main verbs (see Roberts
1993). In example (11b), the so-called bare infinitive is selected by a percep-
tion verb such as see. Despite the absence of 70, the verbal form is interpreted
as a non-finite one and occurs in the complement position of the main verb.

(11) a. John must/should/could gpen the door.
b. Isaw John gpen the door.

Apart from the above distribution in complement position, the verbal
stem can also occur in a main clause, where it does not depend on some other
element, as in example (12). That this is a non-finite form is supported by
the fact that the presence of opens gives rise to ungrammaticality, although
the subject is 3" person singular. The above sentence is not a declarative but
an exclamative, which expresses the speaker’s attitude towards the content
of the proposition. Thus it has a modal reading.

(12) a. John open/*apens the door?! Never!
b.  Him/*he open the door?! Never!
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Another property of this construction is that its subject is in the accu-
sative and not in the nominative, as (12b) illustrates. This shows that there
is a correlation between the morphosyntactic realization of the subject and
the notion of finiteness. In any case, the subject in main modal clauses can
be syntactically realized, despite the fact that it shows restrictions regarding
case or person specifications.

So, what we observe is that the same stem occurs in different syntactic
environments, some of which are characterized as finite, as is the case with
matrix declaratives, or as non-finite, or as modal. Modal occurrences also
include the ‘subjunctive’ (13a) which is not productive in English, as has be-
en replaced by an overt modal (a periphrastic construction) (13b). The main
verb in (13a) does not inflect (i.e. */eaves).

(13) a. I request that he leave.
b. I request that he should leave.

In the context of modal uses, we should also include the imperative, as
in (14). Once again, despite the optional presence of a 3™ person subject, the
verb remains uninflected, as in (14b).

(14) a. Open the door!

b. Someone open the door!

To summarize the discussion so far, the form open ([—past]) can be con-
strued as a finite or non-finite, or correspond to mood distinctions (subjun-
ctive, imperative). As a finite form, it has (independent) time reference or
modality. As a non-finite form it has bound or dependent temporal referen-
ce (see Landau 2004) when it occurs in a complement clause, or it expresses
modality in a main clause, as in (12). Again, one may surmise that the rele-
vant modal readings are available at the C-I interface. Thus imperatives are
read as either possibilities or necessities (von Fintel and Iatridou 2017), i.e.
as either of the two basic modals. As for subjunctives, Giorgi (2009) sug-
gests that they are best construed as the absence of ‘something’, namely of
the independent T and Speaker-anchoring that characterizes main clauses
(and possibly indicative embedded clauses).

2.2 The form [+past]

Let us now turn to the form opened, which according to Eide’s (2016)
account is [+past]. For discussion’s sake, we will ignore the morphological di-
stinction that arises within some verbs between past tense and participle. As
(15) shows, the same verbal form (V+ed) shows in all persons in both num-
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bers. As we saw in relation to the form gpen in (8), what makes this senten-
ce finite is the presence of the subject, whereby the DP defines the (abstract)
phi-features of the I head with respect to person and number.

(15) {1, you, he, she, it, we, they} opened

The same form becomes ‘non-finite’ when it is introduced by an auxi-
liary verb like have or be, as in (16).

(16) a. I have opened the door.
b. The door was gpened (by the locksmith).
c. The door has been gpened (by the locksmith).

What is interesting in (16) is that although the main verb remains the
same, i.e. opened, the readings it gives rise to change according to the auxi-
liary used. So the presence of have gives rise to the perfect (present or past)
tense, while the presence of be changes the voice from active to passive. The
example in (16¢) shows a combination of both in the present perfect passive.
More precisely, have retains voice (active in (16a), passive in (16¢)), while be
changes it (from active to passive). In descriptive grammars, the form opened
in (16a) is referred to as ‘past participle’, while in (16b) (and (16¢)) as ‘passi-
ve participle’. Stowell (2008) uses the term p-participle to refer to both cases.

While the form of the participle remains the same in both constructions,
the valency of the predicate (its argument structure) is affected, depending
on the auxiliary (see Collins 2005). In particular, the verb opened remains
transitive when selected by have, but becomes intransitive when selected by
be. In the latter case, its internal argument is promoted to the subject position
(satisfying the EPP), while the external argument is either non-externalized,
corresponding to an existentially bound variable, or externalized as an obli-
que, namely as the by-phrase. If we assume that the verbal form is the same
in both cases (Hoekstra 1984), then the attested differences in argument
structure will have to be attributed to auxiliary selection. A basic difference
between the two auxiliaries is that save as a main verb of possession is tran-
sitive, while e is unaccusative (on copula be, see Moro 1997). Being tran-
sitive, have has an external and an internal argument (17a), while be being
unaccusative has no external argument, but only an internal argument (17b).

(17) a. Thaveacar.
b. Iam a doctor.

According to Manzini and Savoia (2007, 2011), the participial form in
these constructions matches its argument structure to that of the selecting
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auxiliary. Their analysis is partly based on Kayne’s (1993) account, which as-
signs a bi-clausal structure to Aux-V constructions. The embedded clause may
have a reduced or a full structure. Going back to the auxiliary verbs, have
has an external argument (the subject) and an internal one, that is, the com-
plement defined by the non-finite verbal form. Within that complement, the
verb retains its argument structure. Its external argument though is bound
by the matrix subject, as in control constructions (see (18a)). On the other
hand, be has only an internal argument, which is the complement defined
by the non-finite verbal form. The internal argument of the embedded verb
is demoted and its internal argument is raised to the subject position of the
matrix (auxiliary) clause. Its argument structure then matches that of its se-
lecting auxiliary. The external argument of the embedded verb is either an
existentially bound variable or is realized as a fy-phrase, as in (18b).

(18) a. I have [(PRO) opened the door]
b. The door was [thedoor [opened thedoor} (by the locksmith)]

Denoting the embedded subject as PRO (18a) is purely conventional and
serves the purpose of showing that the subject of have and that of opened are
one and the same entity. The representation in (18b) is the classical configu-
ration assigned to passives and raising (from internal argument to the subject
position and from there to the matrix subject position).

At this point it’s worth pointing out that if the complement of save chan-
ges to another non-finite form, i.e., the infinitive z0+V, then the sentence is no
longer a present perfect, but switches from a temporal to a modal reading, as
in (19). This is also a control configuration, as is the case with most z0-com-
plements. The reading assigned to Aave is that of obligation.

(19) I have [(PRO) to open the door]

Sentence (19) supports the view that have is a two-place predicate who-
se interpretation (possessive, auxiliary, modal) also depends on its comple-
ment.

As for the +/-past distinction, we can see that the different functions and
readings of the verbal forms also depend on the syntactic context they occur
in. In particular, we observe the following: the form opened can be characte-
rized as [+past] when it functions as a preterite (finite) or in combination with
have (perfect). On the other hand, the +past reading seems excluded when
this form functions as a passive participle. Instead, the preterite interpreta-
tion is determined by the tense of the auxiliary be, as in (20).

(20) The door is/was/has been opened.
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This shows that what is known as the participle, that is the verbal form
in its non-finite uses, cannot be always specified as [+past]. To put it diffe-
rently, assuming that the form ending in -ed is +past, as shown by its pre-
sence in the preterite or perfect tenses, seems to exclude its non-past uses. At
this point the following options arise: to assume that there are indeed two
different forms (past vs passive participle) or that somehow the +past specifi-
cation is suspended in the passive construction, or that this form is not spe-
cified for tense in any case.

According to Stowell (2008), the temporal reference of the participle is
determined by the element it depends on and hence by the syntactic envi-
ronment it occurs in. It seems that in Stowell’s terms, the last of the options
mentioned above is to be favored, namely that the participle is not specified
for tense: it has semantic properties that give rise to a past shifting when
combined with a semantic feature in the relevant syntactic context; this ac-
counts for the perfect tense with save. Stowell considers additional cases, li-

ke those in (21).

(21) a. The tenant evicted by Karen is taking my class.
b. The tenant who was evicted by Karen is taking my class.
c. If evicted by Karen, a tenant should take swimming lessons.

The example in (21a) contains a reduced relative clause, namely #he fe-
nant evicted by Karen, shown in its full form in (21b), namely the tenant who
was evicted. The question is how the past reference arises in (21a) given that
there is a passive voice reading and no past tense auxiliary to combine with
the participle. In Stowell’s account, this has to do with the fact that the absen-
ce of another verb (an auxiliary) precludes the association of the participial
form with the utterance time and assigns to it the past reference (shifting) —
presumably by implication. He argues that this is confirmed by the example
in (21c) where the participle has a future reading, since it is part of the con-
ditional (if) construction with a modal in the apodosis.

Before we reach our own conclusions, let us briefly consider the so-
called adjectival participle, as in (22a-b); in (222™-b’) we set out their Greek
translations. The adjectival participle in English corresponds to two different
forms in Greek: the (active) verbal adjectives ending in -zos and the (passi-
ve) verbal participles ending in -menos (for Greek see Anagnostopoulou and
Samioti 2013).

(22) a. a closed door
a. mia klisti porta
b. a chased dog

b’. enas kinijimenos skylos
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The basic property of these participles is that they modify a noun, and
belong to the nominal projection; thus they are not related to the I head
which defines the clause as part of the verbal projection.

The main question that adjectival participles raise is how they differ from
verbal participles, especially when they function as predicates (for an early
distinction between adjectival and verbal participles, see Wasow 1977), as
in (23). Traditionally, the passive (verbal) participle describes an event, while
the adjectival participle (nominal) describes a state or a result (see also Levin

and Rappaport 1986).
(23) The door is/was closed.

We will not discuss the (syntactic and semantic) differences between the
two cases. What is of interest here is that from the morphological point of
view, there is one form with either function. Therefore the different functions
are disambiguated syntactically and/or at the C-I interface.

2.3 Some preliminary conclusions: tense or aspect?

Summarizing the discussion so far, there are two morphological forms in
English which can be categorized as [+/-past]. The [-past] form corresponds
to finite and non-finite (infinitives) uses, as well as non-indicative mood in-
terpretations (subjunctive, imperative). On the other hand, the [+past] form
corresponds to the preterite (finite) but also to the participle. In the latter ca-
se, the temporal characterization does not seem to be accurate with respect
to the semantic properties of the form.

If we follow the reasoning that English is highly syncretic and that there
are indeed just two forms, the next step we should take is to view their di-
stribution from a new perspective. In this respect we suggest that the distin-
ctive property is not [+/-past], that is tense, but [+/-perfective], that is aspect.
Such an approach can cover the distribution of the two forms and solve the
problem that arises with the -ed form (Stowell 2008). As a perfective form, it
is compatible with a past tense reference in finite declaratives. On the other
hand, it is compatible with the denotation of a state or result when it takes
the distribution of a ‘participle’, as in these instances the temporal reference
is provided by the auxiliary verb. In this way, participial contexts instantiate
the basic (aspectual) denotation of the -e4 form and the problem shifts from
the participle to the past (preterite) and the expression of finiteness. When
we consider the bare stem form, what we have characterized as [-past] so far
could similarly be argued to be [-perfective]. The latter can correspond to pre-
sent tense, to the infinitive (when it is dependent and usually introduced by
to, or when it is bare under a modal auxiliary), and can be supplied to carry
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modality. In the context of the present discussion, we can also clarify the
issue of strong verb paradigms in (normative) Standard English, with their
distinction between finite past and participle forms. In present terms, tho-
se varieties of English simply preserve a distinction between [+past], embed-
ded in finite contexts and [+perfective], embedded as a participial expression
where Tense is contributed by the matrix auxiliary.

A further elaboration of our general approach will be provided in section
5, when we will turn to (Geg) Albanian. The highly inflected nature of this
language means that both agreement and tense/mood/aspect are explicitly
encoded by verbal inflections. Despite very different external circumstan-
ces, the verb stem in Albanian corresponds to the (non-adjectival) participle
and the infinitive, as well as (depending on verbal inflection class) to the 3™
person singular of the perfective past (in the middle-passive voice) or to the
2"/3 person singular of the present.? This also goes to show that attempts
at explaining the English pattern on external grounds (a repair to the loss of
inflectional endings) would be severely misguided.

For the time being, we leave open the discussion of the role of the ele-
ment ?o in infinitival structures. As mentioned earlier, zo is taken to realize
non-finite I. A different approach is outlined by Roberts and Roussou (2003),
though, which take it to be a C element originating from a preposition. Un-
der this line of reasoning, the implication is that there is no marker of non-
finiteness associated with I in English. We will get back to this issue once we
consider similar constructions in Romance (section 4) and Albanian (section
5). Before we proceed, however, we complete our discussion of English, ad-
dressing the role of the subject in determining finiteness.

3. The role of the subject

In this section, we consider what makes a verbal form finite, in the
absence of the relevant morphological distinction (absence of p-finiteness).
In particular, the question is what sort of role syntax plays in the definition
of (non-)finiteness. As we saw in the preceding section, a verbal form can be
construed as finite or non-finite depending on the syntactic environment it
occurs in. More precisely, in main (matrix) clauses it has a finite property,
further depending on the clause type, while in subordinate (complement or
adverbial) clauses this construal depends on other properties, such as the pre-
sence of the marker 70, for example.

The features that the form acquires potentially affect the realization
(and interpretation in relevant cases) of the syntactic subject and vice versa

2 At least in the dialect of Shkodér, taken by Manzini and Savoia (2007, 2018a) as their
empirical basis. For other dialects see Manzini and Savoia (2007).
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the features of the subject define those of the verbal form. Let us consider
the examples in (24). In the sentence in (24a), the form open is understood
as finite and the subject is obligatorily realized. If #hey is omitted, a different
meaning is derived, namely that of an imperative (Open the door!), with the
implicit subject understood as second person (singular or plural). On the
other hand, in the sentence in (24b), the form open is understood as non-fi-
nite, as it is the complement of the marker #o. This syntactic context excludes
the overt realization of the subject, which is necessarily a PRO (*7hey tried

Johnlhim to open the door).

(24) a. 'They open the door.
b. They tried to open the door.

Following the idea that syntax and morphology build on the same set of
categorial features (see Halle and Marantz 1993, Manzini and Savoia 2007),
the possible scenarios are as follows:

(i) morphological and syntactic expression — morphemes correspond to
syntactic heads

(ii) lack (partial or total) of morphological expression — syntax takes over
completely

Case (i) holds for the Romance languages, Albanian, and Greek, at least
in most instances: the Inflection head in syntax has a morphological expo-
nent, namely the verbal inflection. Case (ii) holds for English: absence of a
morphological exponent.

Let us start from the first type of language, e.g. Greek (25a). Verbal inflec-
tion in Greek provides information on tense and agreement (phi-features). In
particular, agreement provides information on the subject with respect to per-
son and number in all tenses (+/-past). This allows for the subject to be omitted,
since its features are provided and identified via the inflectional affix attached
to the verbal stem. If we accept that inflection has a syntactic correspondent
I, then the inflectional affix is also syntactically expressed as in (25).> Thus the
subject is always expressed in the syntax, and in this way the Extended Projec-
tion Principle in the sense of Chomsky (1982) is automatically satisfied.

(25) a. {egho, esi, aftos, emis, esis, afti} anigh-o/(j)-is/(j)-i/-ume/(j)-ete/-un
L, you, he, we, you(plural), they ~open-1/-you/-he/-we/-you(plural)/-they
b. [, DP (L, Lovp V (DP) 1]

31n (9) we use T instead of I, simply following approaches based on Chomsky (1995).
Using Inflection (I) allows us to give a better correlation with morphology, but nothing else
hinges on that.
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Whether the null subject is syntactically expressed as an empty catego-
ry, namely pro (Rizzi 1982, 1986) or is elided under agreement with the in-
flectional afhix (Roberts 2010), or is not at all expressed in syntax but only as
the affix in I (Manzini and Savoia 2007) is a theoretical issue which will not
concern us here. These three options are illustrated in (26). What interests
us at present is that in languages like Greek, the consistent presence of in-
flectional morphology defines finiteness with respect to tense and agreement
(subject). So finiteness is defined both morphologically and syntactically.

(26) a. [Ipprom [I[qﬂ Lopvp V (DP) 1]
b. [}, egho/esi/aftos (L, Lo V (DP) ]1]
o b [ V-affix, ] [y V (DP) 1]

Let us now consider English, where inflection is not realized via some
affix. In main clauses, the temporal reference is directly associated with the
verbal form. If it is the stem (open), the temporal reference will be [-past]. In
the presence of the ending -ed (9pened), the verb acquires a [+past] temporal
reference, at least on the basis of Eide’s (2016) analysis; adopting our con-
clusions in the last section, the difference is actually aspectual and past is a
default temporal value associated with the perfective. Independently of ten-
se/aspect, the realization of the subject is obligatory. As we saw in section 2,
the overt subject essentially defines the phi-features of Inflection. Finiteness,
in terms of tense and agreement, is defined on the basis of the syntactic con-
text, essentially the obligatory presence of the subject.

@7 [, [/you//aem (L) Leryp V (DP) 1]]

The case of the imperative is rather different, since temporal referen-
ce is substituted by modality. In this context, the subject can be absent. It’s
worth mentioning that the implicit subject in this construction is the hea-
rer/addressee, which can be either 2" or 3 person, as in (12) (see Zanutti-
ni 2008). The pair of sentences in (28) shows one more interesting contrast.
Negation 7ot requires the presence of the auxiliary do in (28a). However, as
we can see, in the declarative sentence in (28a) the subject precedes the au-
xiliary don’t, while in the imperative in (28b), the subject can be absent, or
be present in which case it follows the negated auxiliary. This could be inter-
preted as a construction where the negated auxiliary is in a position above I,
namely C, triggering subject-auxiliary inversion, as is the case in questions
(Do you open the door, when it’s windy?). In this context, imperatives involve
one additional head in the left periphery, which may be overtly realized as
in (28b) (see for example Zanuttini 2008).



208 ANGELAPIA MASSARO

(28) a.  You don’t open the door, when it’s windy.
b. Don’t (you) open the door, when it’s windy!

Let us next consider how the realization of the subject is affected when the
verb occurs in embedded contexts (subordinate clauses). We already saw that
when the —ed form occurs along with an auxiliary verb (perfect tenses or passi-
ve voice) the subject is controlled by or raised to the subject of the main clause.
These structures are attested with the ‘infinitival” complements as well, as in the
examples in (29). (29a) is a control configuration with a null subject realized
as PRO in syntax and bound by the matrix DP subject. So the DP Jo/n fun-
ctions as the subject of both the matrix and the complement clause (via PRO)
and is associated with two arguments, or more precisely is the argument sha-
red by two predicates. (29b) is a raising construction: the main verb seems has
no external argument, so the DP Jo/n is the argument of the embedded verb
only but functions as the subject of both clauses. Finally, in (29¢), the subject
is overtly realized but with accusative case. This is due to selection by the verb
expect, which allows for the subject of the complement clause to also function
as the object of the matrix predicate (Exceptional Case Marking).

(29) a. John tried [PRO to open the door]
b. John seems [John to hate wine]
c.  Mary expects [ John/him to open the door]

In the context of the present discussion what interests us is that if the
verbal form open is selected by the marker #o, the syntactic structure is in-
terpreted as infinitive and the subject is then licensed by the matrix I, as in
(292) and (29b), or by the matrix verb (v) as in (29¢).

Summarizing so far, the defective morphology in the verbal system of
English poses the question of how the notion of finiteness is to be defined.
Given the limited morphological distinction, finiteness is almost exclusively
defined in syntax. In particular, as we saw in section 2, English has two main
morphological distinctions that correspond to the stem and the stem with
the —ed ending, e.g., open - opened. According to Eide (2016) these two forms
are characterized as [-past] and [+past] respectively. In the present paper we
saw that this distinction probably has to be reviewed as one corresponding
to aspect, that is a distinction between [-perfective] for the bare form (stem)
and [+perfective] for the stem+ed respectively. Independently of which is the
optimal approach, the issue that remains is that the characterization of the-
se two forms as finite or non-finite is provided syntactically. We further saw
the contribution of the subject in this definition, particularly in those cases
where the sentence is characterized as finite. Alternatively, the realization of
the subject is affected when the sentence is non-finite.
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In what follows we turn to Eastern Romance and Albanian and consider
non-finite forms that occur in complementation. Although these grammars
mark finiteness inflectionally (u-finiteness), they nevertheless show striking
similarities with English when it comes to non-finite forms. The similarities
involve two aspects: the verbal form which is a bare stem and the availability
of a preposition that introduces these forms in complementation.

4. Non-finite complementation in Eastern Romance: Prepositional complementizers

We begin our discussion of Balkan languages by briefly reviewing Ro-
manian and Aromanian. Aromanian partakes in the Balkan phenomenon of
control and raising into finite ‘subjunctive’ sentences, that is sentences that
involve a fully inflected verbal form introduced by a ‘subjunctive’ particle.
Yet, it has an inflected infinitive with the common Romance -7e ending. By
contrast, Romanian has a so-called “short infinitive”, coinciding with the verb
stem as in English, though its occurrences are more restricted than those of
the English infinitive.

The so-called short infinitive of Romanian is an invariable verb form
corresponding to the verb root followed by the thematic vowel (i.e. the verb
stem) — without the morphological -7¢ ending of the Romance infinitive.
As succinctly stated by Dobrovie-Sorin (1994: 82) “the short infinitive ta-
kes on two different forms: it can be preceded by the Prts 4, or can lack
it, be ‘bare’. Examples of bare infinitives include those in (30). We follow
Dobrovie-Sorin (1994: 82) in assuming that the Romanian examples in
(30) involve auxiliary verbs that take CP complements — even though for

Hill (2013: 566) bare infinitive structures are monoclausal, along the lines
of Cinque (2006).

(30) a. Copiii nu- 1 vor respecta.
children-pEr  not him will respect
“The children will not respect him’
b. Copiii nu 1- ar respecta.
children-pEF  not him- would respect

“The children would not respect him’

Short infinitives preceded by # are exemplified in (31). Dobrovie-Sorin
(1994: 91) treats the preposition « in a way akin to the subjunctive Prt s4. In
other words « is generated under C and its I-like properties derive from in-
corporation between C and L.

(31) Am inceput a citi “Cei trei muschetari”
Lhave started to read “The Three musketeers”
‘I began to read The three musketeers
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Early Romanian had a larger repertory of infinitival structures, since it
also admitted of so-called long infinitives, i.e. infinitives which maintain the
-re inflection. Long infinitives were preceded by #; furthermore the de preposi-
tion could precede , as in (32). The examples below are from Hill (2013: 562):

(32) Iar turcii... au lisat pre moscali de-a-i mai gonire
and Turks-DEF have quit poM Russians-DEF of-to-them  more chase
‘And the Turks ... quit chasing the Russians’

Hill follows the cartographic framework of Rizzi (1997: 563) and there-
fore identifies the prepositional complementizers 2 and de with Fin. In Early
Romanian where the two co-occur it is assumed that the Fin position splits
into two, with the higher Fin taken by de and the lower Fin taken by 4. It
should be mentioned that infinitivals had an altogether wider distribution
in Early Romanian, progressively eroded by the subjunctive.

In Standard Romanian, -7¢ (long) infinitives in fact survive, but only as
nominalizations, for instance in (33) (from Pand Dindelegan 2013).

(33) consecintele plecarii imediate alui Ion
consequences-DEE  leaving-OBL.DEF immediate  of him Ion
‘the consequences of Jon’s immediate leaving’

Interestingly, Aromanian has kept the long infinitive in its sentential
construal. In externalist terms, then, Aromanian appears to be more con-
servative than Romanian; this is particularly notable, in that Aromanian
is spoken in contact with languages (Albanian, Greek) that have fully
undergone the shift to infinitival-less languages. The examples of infini-
tives in (34), from Manzini and Savoia (2018a), display control by an an-
tecedent, or so-called arbitrary control (i.e. generic closure of the control
variable), except for causative embeddings, for instance (34¢). Control en-
vironments include complements of aspectual, modal and attitude verbs,
as in (34a-c), as well as infinitival relatives, as in (34d). In all instances,
the long infinitive is preceded by the Preposition #i/di, with a meaning
close to English ‘for’.

(34) a. mbari ti mokari

Lstopped for eat-INF
‘I stopped eating’

b. n erosefti di/ ti vaderi
to.me it.likes for see-INF
I like seeing him’

c. ma tsd dzek di fotseri
PROGR to.you Lsay for do-INF

‘T am telling you to do it’
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d. est una komifa di yari
is a shirt for wash-INF
‘It is a shirt to be washed’

e. i-o fetf komifa otsui di  yari
to.him-it I.made shirt-DEF to.him for ~ wash-INF

‘T made him wash the shirt’
Aromanian, Libofshé

Two types of questions are raised by this complex of data. One has to
do with the fact that non-finite sentential embedding does not just involve
the dedicated infinitive form, as in Aromanian — but can be carried out by
bare stems, as in Romanian. This is the question already discussed in relation
to English in section 2; we will further investigate it in relation to a richly
inflected language, when we consider the Geg Albanian so-called infinitive
(paskajore) in section 5.4

The second question has to do with the nature of the P introducers of
non-finite sentences. As discussed in relation to standard Romanian, the
prepositional introducers of Eastern Romance (and of Romance quite gene-
rally) are generally assimilated to complementizers; specifically, in a carto-
graphic perspective, they are low complementizers, i.e. Fin. If on simplicity
grounds we reject the conclusion that elements like Aromanian #i/di bear
the double categorization P and C (or Fin), then we are faced with the que-
stion why non-finite complements in the Romance languages are embed-
ded by prepositions.

Before we address this question, it is important to go back to English
‘infinitival’” zo. The standard view is that 70 is an I element, marking non-
finiteness, in the absence of an infinitival marker on the verb. However,

4 A set of facts from the Florentine dialect of Italian seems to indicate that ‘short
infinitives’, i.e. verb stems, are a morphological realization of the properties of infinitival
embedding open to all of the Romance languages — and are as such independent of the par-
ticular external circumstances of Eastern Romance. The facts are relatively well-known in
the descriptive dialectological tradition under the label of ‘embedded imperatives’, because
they involve the embedding in infinitival contexts of forms homophonous with the 2™ per-
son singular imperative, as in (i).

(i) bizonpa zmetti-la

is.necessary cease-it
‘Tt is necessary to stop’

In reality, as argued by Grafhi (1996), the 2™ person imperative is the true exponent
of the verb stem in Italian (and Florentine). The example in (i), from Manzini and Savoia
(2005: §7.2.5), to which we refer for further discussion, shows that 2" person interpretation
is in no way associated with the embedded null subject (here a so-called arbitrary PRO). The
corresponding inflected infinitive in Italian/Florentine is smeztere and the truncated form is
smette (like the 3 person singular present indicative), therefore truncation of the inflected
infinitive is not at stake.
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the status of 70 as an infinitival marker under I has been challenged by Ro-
berts and Roussou (2003: 97-110) who argue that o in these structures has
grammaticalized from a preposition to an element that occupies the lower
C position, akin to that of ‘subjunctive’ particles in the Balkan languages.
Their evidence is based on the similarities between 70 and the ‘subjuncti-
ve’ particles. For example, they both introduce control complements, they
give rise to a modal reading in matrix clauses, and they follow the subject
when that is overtly realized (cf. 7 believe him to be smart). This view is qui-
te consistent with the approach put forward by Hill (2013). In the context
of the Romanian data presented above, English makes a perfect match if it
is treated as an element of the P/C categorial status that introduces a com-
plement clause.

Let us now go back to the question that we raised, namely why non-
finite complements in Romance (but also in English) are embedded by pre-
positions. In order to answer this question, we must briefly refer to proposals
in the literature to the effect that zhat sentences in English, che sentences in
Italian etc. are (free) relatives, where that in English or che in Italian is the
relative pronoun (the demonstrative pronoun or wh-pronoun respectively),
see Arsenijevic (2009), Kayne (2010), Manzini and Savoia (2011). In other
words sentential embedding (in Germanic, Romance) involves a nominali-
zation of sorts. Manzini and Savoia (2018a, b) argue that what they call the
Agree Resistance Theorem is ultimately responsible for this state of affairs. In
standard minimalist theory, embedding of a DP in one of the core argument
positions of the sentence involves an Agree operation. If so, it stands to rea-
son that sentential embedding is impossible, given the impossibility of asso-
ciating @-features with sentences. The treatment of sentential complements
as (free) relatives is a way of nominalizing sentential content, so as to allow
for its merger as complement or a subject of a verb.

Next, we note that the standard minimalist case licencing via Agree
(with », I) only applies to direct cases. Embedding under an oblique case or
preposition does not involve an Agree mechanism, but rather the deployment
of an elementary predicate, namely the preposition or equivalently the obli-
que case inflection. In turn, the P elements that we have seen to introduce
infinitival and participial clauses in Eastern Romance are all exponents of
the two fundamental oblique relations, namely « ‘to’ and di/de ‘of’. It is re-
asonable to conclude that in the Romance languages one way to get around
the impossibility of licencing sentential constituents via Agree is to turn in-
finitival sentences into oblique arguments, by introducing them with prepo-
sitions, as schematized in (35) for sentence (34a) above.

(35) ... mbari di [, lodzeri libru]] cf. (34a)

[PP
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This proposal raises a certain number of issues which Manzini and Sa-
voia (2018a, b) discuss. Here we note only that the relativization and obliqui-
zation strategies that are used to circumvent Agree Resistance fly in the face
of Stowell’s (1981) Case resistance, since they amount to saying that senten-
ces are either nominalized and assigned direct case or assigned oblique case.
The clash is particularly direct with respect to what we claim to be prepo-
sitional embedding in Romance, since one of the crucial pieces of evidence
provided by Stowell is the impossibility for finite sentential complements to
be embedded under prepositions — which in his terms depends precisely on
Case Resistance. However, the Romance languages show that embedding of
finite sentence under oblique case/Prepositions, even those selected by the
verb, is not excluded in principle, as in Italian (36).

(36) a. Ho provveduto alle loro necessita
Lhave provided  to their needs
I provided to their needs’
b. Ho provveduto ache  tuttine fossero informati
Lhave provided  tothat all ofit were informed

‘I saw to it, that all were informed of it’

Eastern Romance also shows that there is no necessary mutual exclusion
between P introducers and finite complements. Indeed in Early Romanian
the de preposition could also precede finite complements, as in (37), besides
heading “possessives, complements of origin, ‘by’ phrases, complements of

location” (Hill 2013: 559).

(37) a. au poruncitii  de au facut un sicreiu
has ordered of have made a coffin
‘He has ordered them to make a cofin’
b. si timplasi de nu stie nemic
mp happened  of not he.knew nothing

‘It happened that he did not know anything’

In short, it seems to us that there are no obvious grounds for dismissing
the idea that prepositions introducing non-finite sentences in Romance are
anything other than the genitive, dative, etc. case markers that also appear
in front of DPs. In the present account, the bases for such a construct are
posed by the Agree Resistance principle, which can be circumvented either
by nominalizing complement sentences — or else by rendering them obliques.

In deciding whether to proceed in the direction just sketched, we also
consider what the available alternatives are. The leading alternative is that ele-
ments such de/di, a lexicalize C positions, perhaps Fin in an articulated left
periphery of the type proposed by Rizzi (1997). This amounts to saying that
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these elements systematically belong to two categories, namely C and P. The
question then is why this is so. Asking why certain lexical elements can be
merged as both P and C amounts to seeking what properties P and C may
have in common, a discussion also raised by Kayne (2000) in observing the
affinity between these two categories. In other words, one must eventually
explain why P properties translate into Fin status. Introducing the notion
of grammaticalization, as in Roberts and Roussou (2003), doesn’t necessa-
rily help, unless typological-functionalist approaches are correct in saying
that internal explanations cease to hold whenever historical processes inter-
vene. The line we take here is that, though of course variation and change
are unpredictable, the internal reasons of grammatical competence always
intervene in shaping them.

5. The Geg Albanian participle and infinitive

In contexts where the Romance or Germanic languages insert an infi-
nitive and other Balkan languages have the subjunctive, Geg Albanian also
has the option of lexicalizing the syntactic construct traditionally described
as paskajore (Joseph 1983, Demiraj 1985). The class of elements that can in-
troduce the paskajore includes me ‘with’ in (38a), pa ‘without’ in (38b) and
the progressive 7u(i) in (38¢). These introducers can be identified with pre-
positions; indeed 7¢e and pa also introduce DPs. As for the Prt ru(3), yielding
a gerund interpretation, it must be connected with the preposition zu, rek
‘at’ (Demiraj 1985).°

(38) a. ka fi'tu me hanar

he.has finished with eat
I finished eating’

b. dola pa u la:
Lwent.out without MP wash
‘I went out without washing myself’

c. jam tue la/tfu/mlu/veyf
Lam at him/her wash/wake.up/cover/dress
‘T am washing/waking up/covering/dressing him/her’

d. ¢t kam pa tui ka'lu
you Lhave seen at pass.by
‘I saw you passing by’

Geg Albanian, Shkodér

> The data are from Manzini and Savoia (2007, 2018a), where a discussion of the gen-
eral shape of the verbal and complementation system both of Geg and of Tosk Albanian,
can also be found.
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At the same time, the invariable verbal form which combines with the
prepositions me/pa/tu also appears in combination with the auxiliaries kam ‘1
have’ and jam ‘T am’, in contexts which in English require a participle. Spe-
cifically, it forms the present perfect active together with kam, as in (39a),
while with jam it forms the present perfect middle-passive, as in (39b). In
essence, embedding under either auxiliary yields a (present) perfect; be trig-
gers a passive reading, have an active reading.

(39) a. ¢ kan mlu
him/her they.have  covered
“They have covered him/her’
b. jan mlu (prei s ams)
they.are covered by the mother

“They have covered up/been covered (by mother)’
Geg Albanian, Shkodér

The examples in (38) bring up an important theme discussed in section
2 in relation to English, namely the ability of the verb stem to be construed
as infinitival depending in essence on the context of embedding. The exam-
ples in (39) bring up another important theme of the discussion of English,
namely the fact that the participle can in turn correspond to a non speciali-
zed verb form, here again the verb stem. Despite the fact that Albanian has
an extremely rich repertory of finite verb inflections, the non-finite forms are
even more morphologically impoverished than those of English. We are then
faced with a different version of the issue we discussed at length in section
2, namely whether we want to say that a single form of the verb is involved
and if so, what the morphosyntactic and interpretive properties are that al-
low it work the way it does.

5.1 The paskajore ‘infinitive’

The discussion of English in section 2 ended with the proposal that the
differentiation between verb stems and -ed forms is aspectual, essentially con-
trasting [+perfective] and [-perfective] forms. Even an elementary characte-
rization along these lines seems too rich for the verb stems of Geg Albanian.
Specifically, the examples in (38)-(39) show that both perfective and progres-
sive readings are available for the verb stem depending on the syntactic con-
text. The conclusion that the relevant forms are verb stems morphologically
is motivated in detail by Manzini and Savoia (2007, 2018a).

We begin by considering the structures traditionally known as paska-
jore ‘infinitive’ which most closely parallel English and Romanian, consi-
dered before. The paskajore occurs in subject control contexts with modals
as in (40a), and with aspectuals as in (40b), in object control contexts as in
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(400¢), as well as in arbitrary control contexts, as in (40d), and in embedded
wh-questions as in (40e). It also lexicalizes complements of causative verbs,
as in (40f), where no control is involved but rather an accusative embedded
subject. Note that the modal negation mas precedes me, though me prece-
des object clitics.

(40) a.

doin me €
they.want with it
“They want to do it’

kam fi'tu me
Lhave begun with
‘I have begun to eat’

t kam fan
to.you Lhave said
I told you to cover it

i kan 0an
to.him they.have said
“They told him not to do it

eft me mir mas
it.is more good not
‘It is better not to write it’

nuk di (se)
not Lknow that
‘T don’t know what to do’

€ kam ba
him I.have made

‘T made him wake up’

ba
do

hanar
eat

me € mlu
with it  cover

(i) (mas) me eba

that not with it do

me e Jkeu
with it write
tfa me  ba
what with do

m u tu
with mp  wake.up

Geg Albanian, Shkodér

The paskajore, like English infinitives, also occurs in adverbial control
sentences such as purpose sentences in (41a-c) and temporal adjuncts in (41d).

(41) a.

kam a:rd me
Lhave come with
‘I came to give it to you’

kam a:rd (tfi)
Lhave come that

‘T came to see him/her’

kam itk par mas me
Lhave left for not with
T left not to see him/her/you’

kam da:l para
Lhave got.out before

‘I got out before going’

t a  dan
to.you it give
me €  pa
with him/her see
elt pa
him-her/you sce

S€ me [ku
that with go

Geg Albanian, Shkodér
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The embedded sentences in (40)-(41) show that me can be introduced
by the finite complementizers, namely #/7, as in (40¢’), (41b) or se, as in (40e),
(41d). A second noteworthy set of facts is that in (41) me can be preceded by
other prepositions such as par in (41c) or pata (s¢) in (41d).

Unlike the English infinitive, the paskajore supports nominative lexical
subjects. Specifically a lexical subject can insert between the complementizer
and the paskajore, as illustrated in (43a-b); the other possible position for the
subject is postverbal, as in (43c-d). The example in (43¢) seems to configu-
re a different possibility yet, namely that of a pro construal of the paskajore’s
subject. Reference is understood to be to the object of the main clause (‘you’),
but the hypothetical ‘if” clause is attached too high for the matrix object to
c-command it and therefore its null subject, controlling it in the technical
sense of the term (predication or logophoric binding for Landau 2015). A si-
milar issue arises with the occurrence of the paskajore in matrix sentences,
with modal meaning (optative, etc.), as in (42).

(42) me a:rd
with come
‘If he came!’
(43) a. du tfi ti me € ba
Lwant that you to it do
‘I want you to do it
b. du tfi via-i jat  mee ba
L.want that brother-the  yours to it do
‘I want your brother to do it’
c. doin (tf1) me a:rd a'ta
they.want that to come they
“They want to come’
d. kam da:l para sg me a:rd ti
Lhave gone.out before that to come you
‘I went out before you came’
e. ba mas me a:rd s t pres
if not with come not you Lawait

‘If you don’t come, I am not waiting for you’

Geg Albanian, Shkodér

Let us focus first on the element that generally introduces the paska-
jore, namely me. This also introduces noun phrases, taking the meaning of
the preposition ‘with’. An argument in favour of the conclusion that this
coincidence is not mere homophony comes from the fact that the negative
counterpart of me, i.e. pa ‘without, can also introduce the invariable par-
ticiple/infinitive, cf. (38). Recall that the Romance languages attest the use
of dilde ‘of” and a ‘to’ as sentential introducers, namely the prepositional
counterparts of the two basic oblique cases, genitive and dative (on case
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markedness hierarchies see Blake 2001, Caha 2009). Unsurprisingly, me
‘with’ is the prepositional exponent of another fundamental oblique, na-
mely instrumental. In fact, Levinson (2009), Franco and Manzini (2017)
observe that the preposition ‘with’ in a sentence like the girl with the hat
essentially introduces the reverse relation with respect to the preposition
‘of” as in the hat of the girl (cf. also I sprayed paint on the walll I sprayed the
wall with paint).

Given the analysis of oblique sentential embedding introduced in section
4 for Eastern Romance, we obtain a structure like (44) for example (40c).
In the examples in (40)-(43), the evidence points to the complement of the
Preposition e being an IP, since the modal negation 7as and wh-phrases
are external to it.

(44) PP cf. (40¢)
/\
P 1P
me T
D 1P
€ /\
I
/\
\ I
ml u

The preposition 7e can be preceded by a #/7 or se complementizer. Fur-
thermore, it is also possible to combine the paskajore with a further pre-
positional introducer. We know from much recent literature that what are
conventionally known as PPs have complex internal structures (Svenonius
2006) where the lowest layer is represented by the prepositions that we ha-
ve been discussing throughout, roughly corresponding to the fundamental
oblique cases — while higher levels denote more complex relators, specifi-
cally spatial relators or AxPart (Axial Parts). The embedding of 7¢ under
purposive par in this sense instantiates an independently known type of
structure, as in (45). If the complex PP was spatial, we could confidently
use the label AxP for par, which has the spatial meaning of ‘through’ in
Albanian, as in Latin/Italian per, besides the causative/benefactive mea-
ning ‘for’. Given the lack of spatial meaning we simple use the PP label,
pending further research.
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(45) PP cf. (41¢)
/\
P PP
p@f /\
P 1P
meé /\

D 1P

€ /\
1
pa

A further descriptive issue is raised by wh-elements and the negation,
which are merged higher than me though lower than complementizers. The
fact that the wh-phrase is found above e, as is the negation, would seem to
imply that these elements are adjoined to PP, as in (46).

(46) PP cf. (40¢e)
QP/\PP
tJa T T
A
ba

Let us then turn to matters pertaining to the internal structure of the pa-
skajore. On the basis of the discussion of English, we assume that the presence
of PRO controlled subjects (or traces in raising) is the normal state of affairs
with non-finite predicates. As illustrated in (43), however, a lexical subject in
the nominative case may appear above ¢ and below an eventual complemen-
tizer, or in the lower predicative domain of the embedded sentence, surfacing
postverbally. This raises questions about the licensing of nominative case, given
Chomsky’s (2001) approach to direct cases in terms of ¢-features agreement
with v (accusative) and with I (nominative). Unless we resort to the idea that
nominative is the default case (Belletti 1990), the licensing of nominative case
in (43) seems to be oblivious to the absence of p-features on the verb.

In fact, we tentatively propose that the presence of @-features may
be relevant in some languages that do not admit nominative subjects in
non-finite sentences like English (see the discussion in section 3). In other
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languages, agreement in a more abstract property, say D, returns a more
realistic picture of the availability of nominative case. For instance in the
Romance languages, lexical subjects are overtly visible in many varieties in
non-obligatory control infinitivals (Mensching 2000; Manzini and Savo-
ia 2005). Notice that the idea that null case is necessary for the definition
of PRO (Chomsky 1995) is consistently rejected by more recent literature
(Landau 2004, 2015 a.o.).

Manzini and Savoia (2007) take examples like (43¢) to show that the
paskajore also allows null subject pro construals, followed by Manzini and
Savoia (2018a) without much discussion. In reality the evidence is compati-
ble with much less drastic assumptions. We know that even English allows
so-called arbitrary readings of PRO, i.e. generic (near universal) readings in
non-obligatory control environments like (47a). In the same environments
it also allows individual readings, apparently depending on contextual re-
strictions, as in (47b). In the absence of evidence to the contrary, we assume
that something similar is involved in the individual reading of (43e) or (42).

(47) a. Attacking the boss is a risky career move
b. Insulting the boss during the meeting was the wrong career move for Mary

In the next section, we consider the bare verb stem occurring in partici-
pial contexts, both progressive and perfect. We argue that the perfective (re-
sultative, stative, nominal-like) reading is basic and the progressive reading is
syntactically determined. Similarly, the minimally specified basic nature of
the verb stem is compatible with enrichment by modal operators, yielding the
kind of irrealis interpretations associated with infinitives in English as well.

5.2 Participial (and finite) construals

Let us consider the examples in (39b), where the verb stem is embed-
ded under the be auxiliary yielding a perfect passive reading. In discussing
English in section 2 we simply referred to the demotion of the external ar-
gument (realized as an existentially bound variable or an oblique 4y-phra-
se). Delving somewhat deeper into the analysis, we assume that perfect
participle structures are reduced, in so far as they do not involve the Voi-
ce layer which supports the attachment of a DP external argument (in the
sense of Harley 2013, Legate 2014). The external argument nevertheless
may surface, but as an oblique, as in (48a). Short passive is also possible.
In this instance, the external argument slot remains unsaturated; this is
read as an open variable at the C-I interface and is interpreted by existen-
tial closure, as in (48b). The subject of the be matrix verb is provided by
raising of the object, which is the only goal available for the T probe (see
also Manzini et a/. 2016).
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(48) a. jan ([, mlu DP] [, prei s ams]] cf. (39b)
b. jan [3x, x [, mlu DP]]

The passive structures in (48) need now to be compared to active per-
fects. The ideal outcome would be that perfect active sentences have the sa-
me structure as in (48), lacking a Voice layer capable of hosting an external
argument. What varies is just the presence of the auxiliary ave rather than
be. The idea is that the fact that Aave has an external argument, forces the
control reading for the variable corresponding to the external argument of
the embedded participle/verb stem (or to the sole argument of intransitives).
This yields a control configuration, along the lines of (49).

49) DP kan [x=PRO [, mlu &]] cf. (39a)

At the same time, the verb form found in (48)-(49) is compatible also with
the progressive reading, in combination with the Preposition #x ‘at’. Prono-
minal clitics occur between the 7z introducer and the verb it embeds, sugge-
sting that the participial structure embedded by #x is a sentence, as sketched
in (50) for example (38¢c). Further corroboration as to the sentential status
of the #u complement comes from the fact that it can also embed the modal
negation mas, as in (51), associated with the modal C area of the sentence.

(50) [, jam [ptu [, emlu cf. (38¢)
(51) ... tu mas € ba
. at not it do

‘... not doing it’

Geg Albanian, Shkodér

How is the progressive interpretation of (50) compatible with the perfec-
tive interpretation of (48)-(49)? In the words of Manzini and Savoia (2007)
“the bare stem is not so much lexicalizing these meanings, but rather proves
compatible with them due to the very elementarity of its morphology”. At
the same time we want to avoid characterizing the verb stem of Geg Alba-
nian in purely negative terms, as a default. Rather we propose that the verb
stems of Geg Albanian have a stative, property-like interpretation, produ-
cing a “nominal version of the ... predicate” (Manzini and Savoia 2007).
Various types of embedding are available for such a form. The simplest one,
requiring no extra assumption, is the embedding just seen in (48)-(49); the
participle reading is a resultative reading, which accrues to the verb stem in
virtue of its stative/nominal-like nature. The same stative/nominal-like na-
ture is compatible with (irrealis) modality, hence with infinitival readings,
as in section 5.1.
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In turn, the progressive interpretation involves the building of sentential
structure pivoting around the prepositional introducer # ‘at’. In the typologi-
cal literature, progressives are known to often involve locative constructions.
As Higginbotham (2009: 54) points out, the historical origin of the English
progressive is a locative construction: “...the relic of the preposition is still
heard, of course, in those English speakers who say John is a'crossing (of) the
street”. Manzini et al. (2017) consider the matter in connection with Apulian
and Sicilian varieties where the progressive is constructed by the verb szare
‘stay’ followed by the z ‘at/to’ dative/locative preposition and by a finite form
of the verb. They assume that the dative/locative preposition instantiates a re-
lation whose content is part/whole or inclusion (notated <). In other words,
in a sentence like 7 gave the book to Peter, to introduces a relation between its
object ‘Peter’ and the theme of the verb #he book such that Peter includes the
book, i.e. possesses it. Locative is a specialization of the part-whole relation,
which involves instances where the internal argument of (<€) is a location (i.e.
‘x included by y, y location’) or is otherwise locatively restricted.

Mangzini ez al. (2017) further observe that a locative syntax is fairly
naturally mapped to Landman’s (1992) Part-of Proposal for the progres-
sive, namely that “Mary is crossing the street is true iff some actual event
realizes sufficiently much of the type of events of Mary’s crossing the stre-
et”. For instance, the sentence in (52a) is true “iff some event is realized
in w in the past and that event stands in the PROG relation to the type
of events of Mary building a house”, as indicated in (52b), where PROG
is the relation between events and types (sets) of events mentioned in the

Part-Whole Proposal.

(52) a. Mary was building a house
b. 3Je’ [t(e)) < now &
PROG(e’, Ae.3y [house(y) & Build(e) 8 Agent(e)=Mary & Theme(e)=y ])]
(Landman 1992)

An important point of the logical syntax of the progressive in (52) con-
cerns the nature of PROG. In Landman’s terms, “E, the set of events, is or-
dered by ... a relation of ‘part-of””. For instance “if an event is a complete
accomplishment event (Mary’s building of a house), the result (the house
being built) is part of that event”. Importantly for present purposes, this is
true in exactly the same sense in which “Hanny’s hand at a certain interval
is part of Hanny at that (or a larger) interval.”

In the Geg Albanian progressive structure in (50), the responsibility for
introducing a relation between the event introduced by the main verb and
the event type introduced by the embedded sentence falls to the 7« Preposi-
tion, for which we independently postulate S part-whole content. Assuming
that the € part/whole relation may hold of event pairs, saying that one event
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is part of, or a stage of, a set of events/an event type, we obtain the semantics
required by Landman’s PROG.

Next, an operation of A-abstraction at the C-I interface, which turns
the embedded clause/predicate/event into an event type (set), is necessary in
order to map the syntax in (50) to a semantics like (52b). This is the kind of
enrichment that can reasonably be expected to take place at the interface. At
the same time the verb stems of Geg Albanian do not really take on a pro-
gressive interpretation. Rather, the progressive interpretation is contributed
in (50) by the embedding context, specifically by the part/whole locative pre-
position #u — while A-abstraction leads the verb stem to receive a type inter-
pretation. Thus the verb stem has again essentially the stative, nominal-like
semantics of other participial uses, denoting in this instance an event type.

Finally, as in English, in Geg Albanian verb stems turn up in finite en-
vironments. Verb stems ending in vowel occur as the 3™ person singular of
the middle-passive perfective past, as in (53a), where the # clitic like the si/se
clitic of Romance, externalizes the middle-passive voice. Consonantal verb
stems involving long stressed vowels of the type of ve:/ occur as the 2P/3P
person of the present indicative, as in (53b) (see Manzini ez a/. 2016).

(53) a. u mlu
MP cover

‘He covered himself’

b. € veyf

him/her dress.2sG/3sG
“You dress him/her’/‘S/he dresses him/her’
Geg Albanian, Shkodér

As already assumed for English, present (time of event=time of utterance)
may be available as a default contextual enrichment in (53b). Furthermore,
Past may be available as a contextual enrichment depending on the perfecti-
ve, i.e. stative/resultative nature of the verb stem. We assume that 3™ person
singular interpretation is available in the absence of ¢-features specifications
again as a default enrichment. The fact that Hearer in (53b) is treated like
3 person evokes a split in the person hierarchy 1P vs 2P/3P.

The comparison between English and Albanian illustrates the point that
syncretisms in the verbal paradigm cannot be brushed aside as a response to
a loss of inflectional paradigms, since Geg Albanian has very rich inflections
(for persons, tense, mood, aspect and voice). More to the point, Geg varieties
possess a specialized participle, but this only occurs in adjectival contexts of the
type in (54). Morphologically, stems ending in vowel combine with an -7 suf-
fix, for miu:-m ‘covered’ in (54a), la-m ‘washed’ in (54b). Stems ending in con-
sonant take -un, for instance ve[-un ‘dressed’. These combine with the normal
morphology of adjectives, i.e. a preposed Linker (Lkr) and a suffixal agreement.



224 ANGELAPIA MASSARO

(54) a. jam i mlw:-m/ & mlu-m-¢ (prei s ams)
L.am LKR cover-ed/ LKR cover-ed-F by LKR mother
‘T am covered (by mother)’

b. i kam kmif-at elt lam-¢
them I.have shirt-PL.DEF LKR washed- F
‘T have the shirts washed’
Geg Albanian, Shkodér

The occurrence of verb stems shown in Geg Albanian in perfect/passive
contexts is therefore definitely not due to the lack of inflectional resources.

In short, in Geg Albanian the minimally specified nature of verb stems
(nominal-like states/results) is compatible with its perfect/passive interpreta-
tion, with the enrichment by modal operators, yielding the kind of interpre-
tations associated with the infinitive (control/raising) in other languages. It
can also denote an event-type, which is the real nature of its presence in the
progressive construction, according to the discussion in this section. There
is no need to postulate underlyingly different forms homophonous with one
another or syncretically realized as the result of Late Insertion in the DM
sense of the term. Rather the verb stem is treated as being multiple ambi-
guous, depending on the syntactic context.

5.3 Back to the P element in English

In discussing English in the first part of this article, we initially adop-
ted the standard approach to 7o as an exponent of the I category in English.
This assumption was called into question in connection with our discussion
of Romanian. In particular, Roberts and Roussou (2003) argue that ‘infini-
tival’ 7o instantiates categorial reanalysis, from P to C.

In the history of English, 7o as a preposition was used to introduce a no-
minalized (dative) verbal form, ending in -ze (Callaway 1913, and Lightfoot
1979 in the early generative framework, among others) as a purpose clause
in Old English (see Los 1999 for a slightly different view on the nominal
status of the infinitive). Part of the change to later stages of the language
involves an expansion of this distribution from adjunct (purpose) clauses to
complement clauses. The details of this historical development do not con-
cern us here. Suffice it to say that, according to Roberts and Roussou (2003),
changes in the infinitival paradigm, along with changes in the realization
of subjunctives, gave rise to non-finite complements introduced by 0. As
they argue, z0 was reanalyzed to a (lower) C head associated with modality.
They also point out that this reanalysis is consistent with the close link that
seems to exist between prepositions and complementizers, also attested in
Romance languages.
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In discussing Eastern Romance, we suggested that a grammaticaliza-
tion perspective based on the categorial change from P to C is essentially
descriptive. Vice versa, better insights may be gained by maintaining that
elements such as  ‘to’ keep their prepositional/oblique case status. Based on
our conclusions on Romance we assigned a prepositional categorization to
the element me ‘with’ introducing the paskajore (infinitive) in Geg Albanian.
In Geg Albanian as well, nothing much is gained from adopting a gramma-
ticalization view. On the contrary, by keeping the P categorization, we ten-
tatively suggested that the same explanation as to the presence of an oblique
case marker can be put forth as in Romance.

The view that f0 is a preposition introducing a non-finite clause may
then be entertained for English as well. The comparison is particulatly close
with the paskajore of Geg Albanian, even more than with Romance. Thus
for instance, the prepositional introducer follows the negation in both Geg
Albanian and in English. Furthermore, as is the case with other prepositio-
nal complements, English 70 can be embedded under another preposition,
namely for as in (55a) (a development that is attested in Middle English).
The structure of this sentence can easily conform to the schemata provided
above in section 5.1 for Geg Albanian. Finally, 70 as a locative or dative pre-
position embeds a nominal, as in (55b-c).

(55) a. I prefer for John/him zo leave.
b. John went zo the movies.
c. John gave the book 70 Mary.

Assuming that 70 is the same in all cases in (55), as argued for the cor-
responding elements in Albanian and Eastern Romance above, is consistent
with the approach suggested so far about the role of prepositions as clause-
introducers in non-finite contexts in particular.

In short, the similarities between English, on the one hand, and Alba-
nian/Eastern Romance, on the other, include both the availability of bare
stems as non-finite forms and the use of a preposition (not necessarily rea-

nalyzed to I/C) for the embedding of these forms.

6. Conclusions

In this article, we have examined in detail the behavior of verb forms
which coincide with verb stems — or in any event do not display any person
endings. English has residual inflectional morphology and it may be thought
that the presence of such forms simply reflects the external pressures that have
shaped the language. Yet verb stems realizing the 3 person singular of the
present/preterite as well as participial/infinitival structures are attested in
richly inflected languages such as Albanian. The characterization we arrived
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at for English is that these forms are aspectual. For Geg Albanian (and possi-
bly for Romanian) we propose that verb stems are simply a stative/resultative,
property-denoting (i.e. nominal) form of the verb. Thus we exclude mere ho-
mophony as an explanation —and we also exclude that underlyingly different
forms of the verb are syncretically realized via morphological readjustments
in a DM-like fashion (see the brief remarks in section 1). Rather, we consi-
der that aspectual, modal and temporal interpretations are made possible by
complex forms of embedding, building on the elementary semantics of the
verb form, along the lines of Table 1.

Language | Lexical content Syntactic context

English verb stem = [imperfective] present (except 3" person singular),
imperative, infinitive

ed = [perfective] (regular verbs) | simple past, perfect participle,
passive participle

Romanian | verb stem = [stative/nominal] | infinitive

Geg verb stem = [stative/nominal] | 2nd/3rd person singular present,
Albanian infinitive, progressive

verb stem = [stative/nominal] | 3rd person singular preterite (middle
> [perfective] passive), perfect/passive participle

Table 1. Summary of languages, lexical forms and syntactic values

A parallel line of investigation concerned the contextual setting that
helps us disambiguate the relevant verb forms. In this connection, we sug-
gested that adopting the idea that some process of grammaticalization turns
prepositions into complementizers (Romance) or inflections (English) does
not help much in understanding their role. Vice versa, we suggested main-
taining their P categorization and oblique case marker status, at least in Ro-
mance and Albanian, with extensions to English as well.
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Abstract:

This work aims at an initial description of prepositionless geni-
tives in the Romance variety of San Marco in Lamis, spoken in the
Southern Italian region of Apulia. The construction will be com-
pared with other Romance, Semitic, Albanian, and Iranian varieties
whereby the expression of possession is connected to the presence
of D elements, or to morphology stemming from them. The paper
deals, in particular, with the behaviour of the construction with ele-
ments such as definite and indefinite articles, demonstratives, proper
names, and with how pre-nominal adjectival modification of geni-
tives and post-nominal adjectival modification of heads can only
occur in the prepositional kind of the construction. This is also the
case with demonstratives preceding heads and genitives in the form
raised nominals. It will be seen that genitives are only interpreted
as such when they are non-raised, i.e. when they are articled. The
pre-genitival article is thus understood to be a pivotal element in the
interpretation of the second DP as genitival.
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0. Outline of the present work

In this work we analyse an Apulian variety of Southern Italy spoken in
the hinterland of the Gargano promontory, namely the type of San Marco in
Lamis. We focus on a construction which is quite common throughout the
Dialects of Southern Italy: non-prepositional genitives. Our aim is to draw
a first sketch of the construction, with the intent of describing the contexts
where P lacks. Additional data on non-genitival ds-constructions indicate
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that even though genitival constructions are the prototypical context where
P may lack, they are indeed not an isolated instance of such a phenomenon,
as shown by the Qualitative Binominal Constructions (as discussed in Den
Dikken 2006, but see also Kayne 1994) found in this language, and compara-
tives. Our second objective is to observe the contribution of the pre-genitival
article to the construction. The paper is structured as follows: part 1 presents
the primary data for the construction and deals with definiteness features and
determiners occurring in the construction, adjectival modification of heads
and genitives, genitives in the form of raised Ns, coordination and isolation
of the genitive DP, with a note on prepositionless comparatives, Qualitative
Binominal Constructions, and container/contained constructions. It will be
seen that morphologically unmarked genitives of the Apulian variety con-
sidered here are possible only with non-raised genitive nominals, i.e. they are
interpreted as genitives only when articled. Part 2 deals with the correlation
of determiners and the realization of possession relations in Semitic, Iranian
languages, and Chinese. Part 3 focuses on Romance morphologically un-
marked genitival constructions, such as the ones we find in Old French, Old
Italian, and OId Sicilian, and their syntactic treatments, with a comparison
with the Apulian data. Finally, part 4 concludes.

1. The data

1.1 Core elements: prepositions, determiners, and proper names

One of the first examples of a non-prepositional genitive in the dialects
of Southern Italy quoted in the literature was Calabrian, going back to Rohlfs
(1966 [1949]), which describes the phenomenon in the Calabrian dialect of Mo-
rano ascribing it to preposition absorption. More recent studies on Calabrian
varieties like Silvestri (2012; 2016) challenge instead an account on the lack
of the preposition on phonetic grounds such as the one Rohlfs puts forward.
Simply put, a non-prepositional genitive is a genitival construction whose ar-
gument is not introduced by a preposition. Generally speaking, since we are
moving within the realm of Romance languages, genitive prepositions are ele-
ments deriving from Latin de resulting in various forms. For instance, in Nea-
politan this resulted in the preposition e when in its isolated form. If combined
with definite articles, it yields 7-a (‘of-the.E.SG.); r-¢ (‘of.the.F.PL.); 7-0 (‘of.
the. M.SG.); 7-i (‘of.the. M.PL.) where the vocalic exponent corresponds to
the definite article, while 7- (>d-) corresponds to the prepositional element. In
those cases where such prepositions do not introduce the possessor we speak
of non-prepositional genitives. In the variety analyzed here de took the form
of do (‘of’) when isolated; combined with definite articles it yielded da-/la (‘of.
the.F.SG.); do-llu (‘of.the. M.SG.), da-lli (‘of.the.PL.).
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As for the present variety, the first and probably most evident constraint
concerns the definiteness features of both the head and the genitive DP:

1) a. la  koda lu kano
the tail the dog
‘the tail of the dog’

b. *la koda nu kano
the tail a dog
“*the tail of a dog’

c. la koda do nu kans
the tail of a dog
‘the tail of a dog’

d. *na rota la makeona
a  wheel the car
“*a wheel of the car’

e. na rota dolla makona
a  wheel of.the car
‘a wheel of the car’

It is easy to spot a resemblance with the definiteness feature requirement
of Semitic Construct State nominals (Borer 1988; Dobrovie-Sorin 2000;
Danon 2007; Borer 2012; Shlonsky 2012, among others) and especially its
Hebrew type, except for the fact that in this Romance variety, the head of
the genitival complex is not articleless — with the exception of those instances
in which the head is in the vocative case.

(2) ah, serva li padruno
oh servants the masters
‘oh, servants of the masters’

As the Southern Italian under consideration does with o, Hebrew re-
sorts to the lexicalization of the preposition s¢/ in the case of indefinite Ns
(examples from Danon 2008: 902):'

! The presence of $¢/ does not imply that N are interpreted as indefinite (Danon 2007,
where the following data are taken from):
() a. xulcat ha-yeled nirteva
shirt  the-boy got.wet
‘the boy’s shirt got wet’
b. ha-xulca $el ha-yeled nirteva
the-shirt of the-boy gotwet
‘the boy’s shirt got wet’

As a general rule, though, we can say that the head noun inherits the definiteness fea-
tures of the genitive noun, which led to the stipulation of a mechanism involving upwards
percolation (on this particular point see Borer 1988; Shlonsky 2012) to account for the
phenomenon of definiteness spreading. On the other hand, the indefiniteness features of the
genitive noun do not seem to spread to the head noun (Borer 1988).
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3) a. tmunat  ha-yeled
picture  the-boy
‘the picture of the boy’
b. tmuna $el ha-yeled
picture of the-boy
‘a picture of the boy’

Furthermore, in the variety of San Marco in Lamis, proper names as
genitive arguments are allowed only when introduced by a preposition.

4) a. *lu rotratto Lelina
the portrait Lelina
“*Lelina’s photo’
b. lu rotratto do Lelina
the portraic of Lelina
‘Lelina’s photo’

One of the hypotheses being made in the literature on proper names is
that they rise from N to D (Longobardi 1994). The obligatory lexicalization of
the preposition in front of arguments which are proper names is directly cor-
related to the lack of an overt definite article. The fact that the preposition is
needed where a definite article is not present suggests that the definite article
preceding the genitive might be a pivotal element in the interpretation of the
latter as a possessor.

An exception to (4) involves a group of proper names which do not
seem to undergo N to D raising, i.e. la partita la_ Juventus ‘Juventus match’,
lu koncerta li Metallica ‘Metallica’s concert’. Apart from being an exception
when it comes to the lexicalization of the prepositional element, these ex-
amples show that the construction is quite productive, and used by young
speakers as well, as the nouns entering in the construction show, which in-
clude modern referents, i.e.: la crack lu joks ‘the code to crack the videogame’.
With regards to other Dialects of Southern Italy, Silvestri (2016) reports in-
stead on prepositionless genitives in the Calabrian variety of Verbicaro, which
are perceived as archaic.

Going back to the Apulian construction, a first feature allowing its reali-
zation is, as previously said, definiteness. Yet definiteness alone is not enough.
It is clear that it is a combination of features we are dealing with. Consider the
following data from the type of San Marco in Lamis:

(5) a.la  rota la makena
the wheel the car
‘the wheel of the car’
b. *na rota la  makona
a  wheel the car
‘a wheel of the car’
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c. na rota dolla makona
a wheel ofithe car
‘a wheel of the car’

d. 1 oppa i peda
the nails the feet
‘the feet’s toenails’

e. li  tsuntso lu balloketto
the icicles the balcony
‘the icicles on (of) the balcony’

First, both the head and the argument noun can be singular and plural.
So, no constraint is placed on number features. Indefinite nouns, as stated,
are not allowed in the construction. Definite nouns, on the other hand, are
allowed, provided that the determiner they are preceded by is not a demon-
strative, neither a distal (6b), nor a proximal one (6d):

6) a. kwedda rota dolla makona

that wheel of.the car
‘that wheel of the car’

b. *kwedda rota la  makona
that wheel the car

“*that wheel of the car’

c. kwesta rota dolla makona
this wheel of.the car
‘this wheel of the car’

d. *kwesta rota la  makona
this wheel  the car
“*this wheel of the car’

Both demonstratives and definite articles are generally definite ele-
ments, but as (6) shows, a definiteness feature is not enough to allow a
non-prepositional genitive. The nouns in the construction require a defi-
nite article to head them.

While it is quite rare for the Apulian variety considered here to employ
deverbal nouns, they can still function as heads of the construction (7b, ¢):

7) a. la bbotta Iu stommoko
the blow the stomach
‘the blow to the stomach’ (a state of shock and perturbation)
b. lu skavamento la muntapna
the digging the mountain
‘the digging of the mountain’
c. lu spustamentd lu mobbalo
the moving the piece.of.furniture

‘the repositioning of the wardrobe’
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1.2 Container vs. part-whole

Consider now the data in (8). In (8a) the preposition may not appear.
However, the same nouns that in (8a) appear within a non-prepositional
genitival complex, in (8b, d) must occur with a preposition. This distinction
shows that the two examples must correspond to different types of genitival
modification. A cup of coffee may refer either to a quantity of drinkable coffee
inside the cup, or to the cup that contains it. In order to distinguish between
the two, we embedded the genitival complex in the argumental slot of verbs
that take contained or container as their object. Speakers judged as ungram-
matical sentences with c/ean when the genitival complex did not include a
preposition (8b, d), whereas drink yields a different pattern(8a):

(8) a. 'vivots la rtatstsa lu ka'fe
drink.., , the cup  the coffee
‘drink the cup of coffee’

b. *lava la tatstsa lu ka'fe
clean the cup the coffee
“*clean the cup of coffee’

c. lava la  tatstsa dollu  ka'fe
clean the cup of.the coffee
‘clean the coffee cup’

d. *lava la  buttiggia | 'oggio
clean the bottle the oil

“*clean the bottle of the oil’

e. lava la  burtiggia dall ‘oggio
clean the bottle the oil
“*clean the bottle of the oil’

The preposition can occur in any type of genitival complex. It is its lack,
that is constrained. For the time being, however, I will limit myself to simply
describing such a distinction and leave the contrast in (8) as an open question.

1.3 Modification, head-argument adjacency, coordination of the genitive noun,
and constituent isolation

When it comes to adjectival modifiers, with the exception of a handful
of cases like bona/bona (‘good.m.sg./‘good.f.sg.’), bello/bella (‘beautiful.m.s
g./‘beautiful.f.sg.), and bruttalbrutta (‘ugly.m.sg.’/‘ugly.f.sg”’), which can be
pre-nominal, as it is common through the Dialects of Southern Italy, the rest
obeys a strict post-nominal restriction, including adjectives expressing size
(rossalrossa—"big’, and maninnalmonenna —'small’; Standard Contemporary
Italian, instead, also includes such adjectives among those allowed to occur
in pre-nominal position).
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This premise on the positioning of adjectives is necessary in order to un-
derstand some core features of the construction considered here. In particu-
lar, the main point concerns modification of the head.

In prepositionless genitives, post-nominal adjectival modification of the
head noun often triggers the realization of a second type of genitival con-
struction. Consider Semitic, specifically Hebrew again, for example, with
data from Dobrovie-Sorin (2000: 195):

) a. beyt  ha-ig
house the-man
‘the man’s house’
b. ha-bayit  ha-gadol *(Sel) ha-ig
the-house the-big  *(of) the-man
‘the big man’s house’

Hebrew Construct State nominals introduce the possessor with a defi-
nite article but also require the head and its argument to be adjacent. Once
the head is followed by a modifying adjective, the argument must be pre-
ceded by a preposition (se/).

In the Apulian variety of San Marco in Lamis, modifiers interposed be-
tween the head and the argument of prepositionless genitives yield the reali-
zation of the preposition b, as in (10a). Post-nominal adjectives might only
follow the argument (10¢):

(10) a. lu libbro novo dollu prassors

the book new of.the professor

‘the new book of (assigned by) the professor’
b. *lu libbro nove lu  prassors

the book new the professor

“*the new book of (assigned by) the professor’
c. lu libbro lu  prossora nove

the book the professor new

‘the book of (assigned by) the new professor’

Alternatively, the head can undergo adjectival modification, provided that
the adjective modifying the head belongs to the set of pre-nominal ones, so as
not to break the adjacency between the head and the argument. Witness (11):

1) a. | atu  figgio lu  rre

the  other son  the king
‘the other son of the king’

b. *lu figgio 1 atu  rre
the son the other king
“*the son of the other king’

c. Iu figgio doll atu  rre
the son  ofithe other king
‘the son of the other king’
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Heads in Italian N+N genitival compounds like casa Rossi also tend to
resist modifiers interposed between the head and the argument (12a), like
Construct State nominals. This was noted in Longobardi (2001) which shows
that the adjective can modify the head, but only when occurring on the right
of the genitival complex (Longobardi 2001: 572):

(12) a. *casa nuova Rossi
house new.f Rossi

“*the new house of the Rossis’
b. casa Rossi  nuova

house Rossi  new.f
‘the new house of the Rossis’

Like the Italian examples in (12), in the variety of San Marco in Lamis
adjectives might appear to the right of the genitival complex, but unlike in
Italian (12b), they do not modify the head, but rather the genitive. This is
exemplified in (13) by gender features appearing on the modifying adjective.
On the other hand, adjectival modifiers appearing after the genitive noun of
Hebrew Construct State nominals might be understood as modifying either
the head noun or the genitive, as reported in Borer (1988). Adjacency re-
quirements between the head and the genitive noun led to a proposal put for-
ward in Siloni (2003) where genitive case is checked at PF in prosodic terms.

13) a. *la ponta rotta lu dito
the.f tip.f broken.f the.m finger.m
“*the broken tip of the finger’
b. la ponta  lu dito rutto
the.f tip.f them fingerm  broken.m
‘the tip of the broken finger’

Modification is also what determines the choice of the genitival construc-
tion to be employed in Romanian. In this language two kinds of genitives
might be distinguished. The first involves an N-D N-D string, with genitive
case marked on the enclitic definite article of the genitive, e.g. vecinului in
(14). The second involves the 4/ series of linker elements («, in the feminine
singular) preceding the genitive, cf. (14 b, ¢). So unlike in prepositionless
genitives, both in 4/ and non-al genitives case is morphologically expressed.
Examples are from Dobrovie-Sorin ez al. (2013: 314):

(14) a. casa vecinului
house(f)-the  neighbor-the.gen
‘the neighbor’s house’
b. casa a vecinului
house(f)-the LKR.fsg  neighbor-the.gen
‘the neighbor’s house’
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c. casa frumoasi a vecin-ului
house(f)-the  beautiful LKR.fsg  neighbor-the.gen
‘the neighbor’s beautiful house’
d. *casa frumoasi vecin-ului
house(f)-the  beautiful neighbor-the.gen
“*the neighbor’s beautiful house’
Incidentally, Romanian non-al genitives are not compatible with de-
monstratives as in (15d-e) (remember (6)), and rely on linker elements when-
ever the head is introduced by a demonstrative (Dobrovie-Sorin 2000: 185):

(15) a. casa vecin-ului

house  neighbor-the.gen
‘the neighbor’s house’

b. o casa a vecin-ului
a  house LKR neighbor-the.gen
‘a house of the neighbor’s’

c. Yo casa vecin-ului
a  house  neighbor-the.gen
“*a house of the neighbor’s’

d. acest obicei al vecin-ului
this habit LKR  neighbor-the.gen
‘this habit of the neighbor’s/of a neighbor’s’

e. *acest obicei vecin-ului
this habit neighbor-the.gen

‘this habit of the neighbor’s/of a neighbor’s’

Dobrovie-Sorin (2000) considers genitives to occupy the SpecDP posi-
tion — which is rightwards-oriented. Thus in (16), fata vecin-ului, ‘the neighbor’s
daughter’ the head noun, faza, is thought by Dobrovie-Sorin to be hosted by D
alongside the definite article, with the genitive occupying the SpecDP position.
Genitive case is assigned only if N carries a definite article (and not a demonstra-
tive), so it follows that the definite article is necessary, in her view, to assign case.

(16) DP
D SpecDP
fata vecin-ului

For (17), acest obicei al vein-ului ‘this habit of the neighbor’ an 4/ genitive, she
envisages a structure in which D is occupied by a demonstrative or an indefinite ar-
ticle. The argument is thus generated as an adjunct to DP, comprising the linker 2/
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(17) DP
/\
~ A
/\
D’ N  al vecin-ului
ac|est ob|icei

The adjunction is justified by Dobrovie Sorin also on the grounds that @/
genitives can appear in isolation. What she calls purely synthetic (al-less) geni-
tives, on the other hand, cannot (see also Cornilescu 1995: 18):

(18) a. carte-a baiat-ului
book-the boy-the.gen
‘the boy’s book’
b. carte-a cui?

book-the whose
‘whose book?’

c. a baiat-ului
LKR boy-the.gen
‘of the boy’s’

Genitival arguments of the type of San Marco in Lamis are always prep-
ositional whenever they occur in isolation:?

19) a. la muggiera lu  figgio
the  wife the son
‘the son’s wife’
b. la muggiera do ki?
the wife of who
‘whose wife?’

?Silvestri (2012: 566) contains examples on prepositionless genitives from Verbicaro
Calabrian which show, instead, that in the Calabrian variety she discusses the isolation of
the prepositionless genitival complex is perfectly admissible:

(i) a. a kasa 1 kuje?
the house of who
‘whose house?’
b. u sinnoko
the mayor
‘the Mayor’s’
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c. Mlu figgio
the son
“*his son’s’

Non-prepositional genitival arguments are only allowed when they are
pronounced along with their head. Failure to do so will trigger a non-oblique
interpretation of the DP, either as nominative or accusative.

Prepositionless genitives cannot undergo coordination. The coordinat-
ed possessor must thus be preceded by a preposition (20b), suggesting once
more the strict adjacency requirements of the construction:

(20) a. "l oppa li mans e li peda
the nails the hands and the feet
‘ *the nails of the fingers and the toes’
b. | oppa li  mans e dolli peds
the nails the hand and of.the feet
‘the nails of the fingers and of the toes’

1.4 Lack of P in non-genitival constructions: comparatives and Qualitative
Binominal Noun Phrases

In the preceding section, we have seen that genitives not introduced by
a preposition may never occur in isolation. In fact, this turns out to be pos-
sible in one case only, which concerns possessives. In the variety of San Mar-
co in Lamis, possessives are always articled, when occurring with the noun
(21, a), after a copular expression (21 a, b, ¢), and when in isolation (21, d):

(21) a. je la  karta mia
is the letter my
‘it’s my letter’
b. la karta je *(la) mia
the letter is  *(the) my
‘the letter is mine’

c. je *la mia
is  *(the) my
‘it’s mine’

d. *(la) mia
the my
‘mine’

Consider next the following examples involving comparatives and
superlatives.
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(22) a. la makena ‘je k'kiu rossa lamia
the car is  more big the my
‘the car is bigger than mine’
b.'je la  k'kiu rossa li Soro
is  the more big the sisters

‘she is the eldest among her sisters’

As we said earlier this variety does have the possibility of using a prepo-
sition. The example in (22) can also be uttered with the preposition 4. The
lack of the preposition in (22) is as not constrained as in the cases of prepo-
sitionless genitives reviewed so far, but it is relatively free and occurs with
possessives (22a) and articled nouns (22b) alike. Clearly this is a different
phenomenon from possessors. However, we also find that a lack of the prepo-
sition occurs in a number of non-genitival contexts where the preposition 4
can also be used. In particular, in comparison constructions where a noun
can be compared against a set comprising one (22a) or several elements (22b)
through a preposition relating the two.

Constructions such as Qualitative Binominal Noun Phrases (Den Dikken
2006; Kayne 1994) are yet another instance in which the preposition might
not occur. Den Dikken (2006) proposes an account of Qualitative Binom-
inal Noun Phrases in which they are derived from a copular construction
whereby the predicate inverts with its subject. Thus, a sentence like a jewel
of a village is thought to be deriving from the village is a jewel. The predicate,
Jjewel, inverts its position with the subject, village. The preposition preceding
the subject in the final linear order is then realized as a syntactic aid to the
inversion of the predicate. In this sense, the preposition ofis seen as a nomi-
nal copula. In the variety of San Marco in Lamis, binominal noun phrases
occur as in (23):

(23) a. mo mmo I e visto allu scemd lu  medoko
now now CL ILhave seen to.the idiot the doctor
T've just seen that idiot of a doctor’
b. la kaspota la bulletta
the freaking  the bill
‘that freaking thing of a bill’

Clearly what lacks in (23 a-b) is the preposition, the very element that
in Den Dikken’s predicate inversion is realized as an inversion-aiding ‘de-
vice’. Den Dikken’s proposal cannot be applied to (23), given the absence of
the preposition, unless the inversion-aiding preposition is characterized as
an empty element.
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2. On determiners and genitival modification

Here we shall recapitulate some relevant findings in linguistic research
on possession and its correlation with determiners, including both demon-
stratives and definite articles.

Starting with Afroasiatic, Pennacchietti (1968) shows how genitive mor-
phological marking in Semitic is ultimately ascribable to 3/z determiners. In
Neo-Syriac possession is in fact expressed with the genitive enclitic marking -#
on the possessee and proclitic marking on the possessor (Pennacchietti 1968: 32):

(24)  brin-i-t d-alaha
son- i-DEM DEM-god
‘God’s son’

He also notes how in the Jewish Neo-Aramaic of Persian Azerbaijan
i-d also came to introduce restrictive relatives, ktab-i-d b-idew, ‘the book
that (was) in his hand.” The same applies to Modern Hebrew, where the
preposition $e/ (‘of’) contains the same D base, which also gave rise to rela-
tive pronouns, and possessives (Pennacchietti 1968: 10-11). This pattern is
not restricted to Afroasiatic but is also present in the Dravidian family, with
Telegu and Classical Tamil genitive case morphology being linked to D ele-
ments (Caldwell 2013 [1856]).

In Balkan languages such as Aromanian and Albanian (and in varieties
of the latter) possessive constructions make use of an element known as linker
(Den Dikken and Singhapreecha 2004, Manzini ez al. 2014, Franco ez al. 2015,
among others) in linguistic literature. The morphological make up of linker
elements often includes a D base, coincides with it, or it is an allomorph of it.
Here we can see an example from the Arbéresh variety of Vena di Maida, spo-
ken in the Italian region of Calabria, with data from Franco ez 4/. (2015: 280):

(25) bift-i i matfe-so
tail- NOM.M.def LKR.M cat-OBL.F.def
‘the tail of the cat’

The linker 7 in (25) agrees in gender with the head noun bif-, ‘tail’,
and this can be seen from definite morphology -7 attached to ‘tail’, identical
to the linker, which is therefore a D element,’ as generally in Balkan link-
ers, including those found in Eastern Romance varieties such as Aromanian
(Manzini ez al. 2014: 248):4

3 For further discussion on the nature of linkers see Franco et a/. 2015.

# This also includes the Romanian pre-genitival linker, stemming from the Latin ille
(cf. Giurgea 2012).
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(26) a.libr-a o fitfor-u
book-the LKR boy-the
‘the boy’s book’
b. libr-a al-i  feti
book-the LKR girl-the
‘the girl’s book’

Unlike the Albanian linker in (25), the Aromanian linker (26) agrees
with the genitive, rather than with the head, and does so in case and
¢-features.

Indo-Iranian linkers, in languages such as Farsi and Kurdish, agree with
the head noun when morphological agreement is present (as in Kurdish). Still
in Kurdish (Kurmanji) the ezafe morpheme which is employed in genitival
contexts can also have an anaphoric function, akin to that of a determiner (in
Meillet 1931 it is also hypothesized that the ezafe morpheme might be traced
back to Aya, the Old Persian demonstrative pronoun). This is exemplified in
(27) for Kurmanji Kurdish (Mackenzie 1961: 163; Manzini ez al. 2014: 240):

(27) a. yé Soro /min/te
EZ.m.  ofSoros  /melyou
‘the one of Soros/of mine/of yours’
b. yé dwé... y¢ séye
EZ.m.  second... EZ.M. third
‘the second one... the third one’

On the basis of such data (and data on patterning with Romance clitic
pronouns), in the latter work the Iranian ezafe too is considered to be a D el-
ement and part of a construction denoting inclusion of the possessee within
the possessor in a part-whole type of relation.

Let us now consider a couple of examples of the Chinese linker de from
Simpson (2002: 12)

(28) a. wo  zuotian mai  de nei-ben shu
I yesterday ~ buy  LKR  that-CL book
‘the book I bought yesterday’
b. wo de nei-ben-shu
I LKR that-CL-book
‘that book of mine’

As (28) shows, de appears after a pre-nominal relative clause (28a) and
after a possessor (28b). Basing himself on cross-linguistic evidence on mod-
ifying phrases appearing with their own determiners (such as Balkan and
Hebrew pre-genitival and adjectival linkers), Simpson suggests that such a
linker might actually be a definite determiner. More precisely, he states that
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the linker is actually an element that is similar to the Romanian enclitic ar-
ticle, in that in possessive constructions the possessor is in a pre-de position
(the same happens for relative clauses), the same position in which Romanian
lexicalizes the noun with respect to its definite article. He then proposes the
following structure for de constructions (ibidem):

(29) a.[wo zuotian mai] -de nei-ben [, shu[t]]
I yesterday  buy LKR  that-CL book
‘the book I bought yesterday’
b. [wo]. de t. nei-ben-shu
I LKR  that-CL-book
‘that book of mine’

Diachronically, de can be traced back to the Classical Chinese determiner
zhi, which Simpson describes as an element having a parallel distribution to
that of Modern Chinese de, except that it could also be used as a demonstra-
tive (Modern Chinese de is reported instead as an element having lost such
deictic function), as in (30) from Simpson (2002: 17):

(30) zhi er chong you he zhi
these two worm again what know
‘what do these two worms know?’

Simpson thus suggests that the nature of determiners themselves might
allow them to instantiate syntactic variables permitting a number of elements
(whether adjectival or genitival, but this also extends to relative clauses) to enter
in a modifying relation with a nominal. The hypothesis is also based on crosslin-
guistic data showing that a further determiner is often needed only in cases where
a modifying element appears. This includes, as we said, adjectival and genitival
linker constructions of the types previously discussed, but also Hungarian data
he considers from Szabolesi (1994) in (30) and English ones in (31) with relative
clauses (30, b) and possessor phrases (30 c-d, 31 a-b) (Simpson 2002: 15, 19):

(30) a. *a  valemennyi level
the each letter
“*each letter’

b. a [tol-ed  kapott]  valemennyi level
the from-2sg received each letter
‘the letter I/we received from you’

c. *az  minden allitas-om
the every book
“*my every book’

d. azl[en] minden allitas-om
the I every book

‘my every book’
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The observation made for Hungarian is that the definite article might
additionally co-occur with an element quantifying a noun only if the noun
is further restricted by a modifying element. This is shown in (30 a, b) for
relative clauses and in (30 c, d) for possession. In (30 a, b) we can see that
the phrase-initial definite article appears only if a relative clause is present be-
tween the article and the quantifier. (30 c, d) are the possessive counterparts.
Az might appear only if a possessor phrase is present as well, which like in
(30 a, b) for the relative clause, is again interposed between the definite arti-
cle az ‘the’, and the quantifier minden ‘every’. In a parallel fashion, except for
the position of the modifier, in English a definite article must co-occur with
a quantifier only if the noun is modified by a possessor phrase (ibidem: 19):

(31) a. *the every whim
b. the every whim [of Margaret Tatcher]

3. Forerunners of modern Romance non-prepositional genitives
3.1 Old French, Old Sicilian and Old Italian

To the best of my knowledge, we have no texts attesting early uses of
Apulian prepositionless genitives of the type of San Marco in Lamis, but we
can look at other old Romance varieties employing such constructions found
in works such as Jensen (2012 [1990]) and Delfitto and Paradisi (2009). In
the latter work prepositionless genitives of Southern Italy are actually seen
as a surviving instance of juxtaposed genitives of the Medieval Romance va-
rieties they discuss.

Old French is a notable case. In Old French, in fact, possession could
be expressed through the juxtaposition of two nouns, with genitives often
being proper names. The genitive followed his head, as in (32) (data from
Jensen 2012 [1990]: 19):

(32) a. le cheval Kex
the horse Keu
‘Keu’s horse’
b. el lit Kex
in.the bed  Keu
‘in Keu’s bed’

Hence a first difference between the Apulian type of San Marco in Lamis and
Old French is the possibility for proper names to appear as genitives in the relevant
construction, contrary to what we have seen in (4). Jensen (2012) states in fact that
the construction was mostly characterized by proper names, kinship terms, and
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high rank referents. It thus was a construction mostly dedicated to highly ranked
referents, even though it was employed to express general ownership, too.

Proper nouns, which are articleless, were the ones mostly occurring in the con-
struction, but articled ones were allowed too, as in (33) from Jensen (ibidem: 19):

(33)  dou pouoir I’Anemi gité
from.the  power the enemy  freed
‘freed from the power of the enemy’

Thus we also find instances nearly identical to those of the Apulian prep-
ositionless genitives we discuss here, as in /z corz lo roi, ‘the King’s court. The
construction was “used widely with nouns denotating human beings provided
that the reference is to specific individuals and not to a class or category of peo-
ple” (ibidem). So the nouns entering in the construction had to be [+specific]
and [+human]. The Apulian construction does not place any constraint on the
[human] features of the two nouns even though it is dedicated to specific ones.
Sometimes in Old French the order possessee-possessor would be reversed, yield-
ing a genitival construction of the type selonc la Dieu benivolance, ‘according to
God’s benevolence’; a la rei curt, ‘to the King’s court’ (ibidem: 20), like the Old
Italian la Dio mercé ‘God’s mercy’.

Prepositional genitives of the # type were instead usual with plural or ge-
neric possessors, se por le pechié as gens ne fust ‘if it wasn’t for people’s sins’; ja mes
nentrera puis hui en chamber a dame na pucele ‘never again from today will some-
body enter a lady or a maiden’s room’ (ibidem). Prepositional genitives were thus
dedicated to non-specific nouns, and to nouns headed by indefinite articles, and
this extended to both the head and the argument noun (ibidem: 25):

(34) a. la maison a une veve femme
the house to a widow woman
‘the house of a widow’
b. une maison a un hermite trova
a house to a  hermit found
‘he came upon the house of a hermit’

In (34), we see how Old French follows the pattern of the Apulian and
Romanian data in the preceding sections.

Arteaga (1995) argues that the emergence of obligatory subject personal
pronouns during the Middle French period and the disappearance of the juxta-
position genitive are linked to the loss of an Agr head, so that genitive case could
not be assigned without an overt marker. This is suggested in Arteaga (1995:
87), whose syntactic representation of the construction is reported in (35):’

> Arteaga takes the fact that Old French arguments of juxtaposed genitives occurred in
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(35) DP
/\
Spec D
/\
De A
/\
lJl A° N’
/\
niece, N° DpP
e /\
Spec D’
/\
D° A
‘ /\
le A° N’

As in general in the dialects of Southern Italy, we find that the Apulian
variety of San Marco in Lamis is a pro-drop language. But prepositionless

genitives still do not carry any genitival marker.

Other proposals suggesting null heads include Simonenko (2010: 9),
where a treatment of genitival arguments as Kase projections occupying the
complement position is envisaged, proposing a structure in which Kase is a
silent head, occupied by the preposition in case of prepositional genitives.
Given that modifiers must be human and specific, she considers the K head

to be endowed with such features as well:

isolation as further support for the theory that the language had an AGR head, discharging

case to the complement noun to its right.
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(36) DP
57 %
I < T
o T
D NP
Lk
(37) DP
57 %
I T
L T
Do

A definiteness feature is considered necessary in order to assign case
in Old French juxtaposed genitives by Delfitto and Paradisi (2009) as well.
They propose an analysis a la Kayne in which the Agr head inherits its defi-
niteness features from the possessor via spec-head agreement, as in Delfitto
and Paradisi (2009: 60):

(38) la[ niecej[ [AGR/K® , -D°] [}, le duc [e [e])....

D/PP

In their theory the incorporation of Agr into D is triggered through a
+human feature which syntactically activates AGR/K". In doing this, the au-
thors are trying to account for the fact that the construction restricts modi-
fiers to human referents.
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Old French prepositionless genitives have also been shown not to be it-
erable (like Old Italian ones).

The Apulian construction of San Marco in Lamis does allow iteration.
Despite the fact that it obeys a several number of constraints on its realiza-
tion like other types of prepositionless genitives do, the one on multiple oc-
currences does not seem to be one of them:

(39) la kasa lu figgis lu skarpars
the house the son the cobbler
‘the house of the cobbler’s son’

As we said earlier we have no data on this variety from around the pe-
riod of Old French, on when it emerged in this precise variety, regarding
whether it obeyed similar constraints to those of Old French, or whether
they changed over time. The first written records appear towards the end of
the 19" century. On the other hand, Old Italian and Old Sicilian records
containing a prepositionless genitive go back to at least the 14™ century.
Possessors were in the form of proper names (unlike this Apulian variety,
which does not allow them), and both the head and the argument had to
be definite, as in the following examples quoted in Delfitto and Paradisi
(2009: 63) from 14" century Old Tuscan (40) and from 14™ century Old
Sicilian (41):

(40) dale rede Bertino d’Aiuolo
from.the  heirs Bertino d’Aiuolo
‘from Bertino d’Aiuolo’s heirs’

(41) la morti Dyonisiu  tyranpnu
the death Dyonisius  tyrant
‘the death of the tyrant Dyonisius’

Finally, Delfitto and Paradisi see the construction as the one breaking
the ground for Contemporary Italian N+N compounds.

The syntactic treatments of prepositionless genitives seen until now
either include an empty Kase position for assigning genitive case, or incor-
poration of Agr into D, following the insight that definiteness is a common
feature of this genitival construction. As definiteness does not seem to suf-
fice in order to license it (remember the +human feature of Old French, for
example), some scholars have tried to map further features on the K head.

Syntactic treatments of morphologically unmarked genitives general-
ly try to answer the question about what, exactly, is the syntactic cue that
allows speakers to interpret the argument as genitival even though it has
no such a marking. As we said, when it comes to Old French some schol-
ars considered the cue to be an Agr head whose disappearance is caused by
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the end of pro-drop subjects and of juxtaposed genitives (Arteaga 1995).
Further research showed instead the lack of such a link (Delfitto and Para-
disi 2009; Simonenko 2010), either because free and juxtaposed genitives
coexisted, or because corpus studies showed that around the time juxta-
posed genitives disappeared, 25% of the matrix clauses used in the dataset
still had null subjects (Simonenko 2010: 5). Similarly, the Apulian variety
under analysis here is a pro-drop language, has no morphological case, but
allows morphologically unmarked genitives anyway.

Let us consider again that in Sammarchese the head of the construc-
tion might also be articleless as with vocatives, and heads as proper names
(the latter pattern is also found in the Calabrian construction analyzed in
Silvestri 2012). With this in mind and data such as (4), this means that it
is possible to have a case of the type [, +raised] [, -raised] but not of the
type *[,,, traised] [, +raised]. *la madra Fabio or *Anna Fabio are not pos-
sible sentences. Genitival constructions which in Italian are [, +raised]
[, +raised] like casa Rossi are instead [, -raised][, -raised] in Sammar-
chese, la kasa li Sorratells, ‘the house of the Serritellis’ (speakers might
employ the Italian [, +raised] [, +raised], but this pertains code mix-
ing with Italian): the complex is interpreted as genitival only if the geni-
tive DP is articled. We shall not draw a precise parallel with the cases we
discussed in § 2 (remember genitive case in Afro-Asiatic, and Chinese,
Balkan, and Indo-Iranian linkers), however given the role of the definite
article which precedes the genitive in the interpretation of the latter as
genitival, we conjecture that the pre-genitival article might be an obliga-
tory element whose occurrence is necessary to allow the second DP to be
interpreted as a genitive/possessor. In short, the inclusion relation is in-
stantiated only when genitive nouns are headed by overt definite articles.

4. Conclusions

In the present work we have drawn a first sketch of prepositionless geni-
tives in the Apulian variety of San Marco in Lamis. They have been com-
pared with Modern Romance varieties (Romanian, Aromanian) and with
Hebrew. Comparison with Old Romance varieties (Old French, Old Italian,
and Old Sicilian) prepositionless genitives resulted in some similar patterns,
but also in some discrepant ones, even though they all exhibit a constraint
on the definiteness of the nouns entering the complex. In particular, for this
Apulian variety we discussed a ban on heads followed by post-nominal ad-
jectives, and on genitive nouns in the form of proper names (unlike Old
French, Old Italian, and Old Sicilian, where genitives were mostly proper
names). Post-nominal adjectives have been shown to be sitting only to the
right of the genitival complex, never intervening between the head and the
argument, and to be agreeing with the argument, rather than with the head.
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The construction has shown to be iterable, and its arguments disallowed
from appearing in isolation. Arguments may function as either subjects, or ob-
jects. Given its necessary presence, the article preceding the argument is under-
stood as the element allowing the argument to be interpreted as the possessor
in the inclusion relation. The following table recapitulates the patterns and the
constraints which characterize the Apulian construction analyzed until now.

YES NO
Indefinite heads X
Indefinite genitives b'e
Demonstratives preceding X
the head
Intervening material X
between the head and the
argument
Adjectival modification of  x (iff pre-nominal adjec-
heads tive. Adjectives following
the complex modify the
argument)
Adjectival modification of  x
genitives
Genitives as proper names X
Iteration X
Heads as deverbal nouns X
Genitives as subjects X
Coordination of genitives X
Isolation of genitives X
Articleless heads x (fff vocative, or proper
name)
Complex referring to X

container

Binominal constructions

Comparatives

Table 1. Lack of P pattern
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Abstract:

This paper deals with the distribution of subject clitics in northern
Italian dialects. Building on quantitative data, I argue that the ob-

served microvariation cannot derive (only) from external linguistic

factors such as contact, areal diffusion, sociolinguistic dynamics,
etc. Rather, a principled feature-based analysis is needed in order to
account for certain patterns of defectivity and syncretism that, al-
though typologically rare, occur systematically in northern dialects.
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1. Introduction

As illustrated in Table 1, paradigms of subject clitics in central Romance
dialects are often defective and exhibit systematic patterns of syncretism:

Olivone | Corte | Grumello | Fornero | Piverone | Calasetta | Tayac
Ip a (2) i i
2p tu te (a) ta ti at ti tee
3p (m/f) | ulra Yla all(a) allla allla ula ew
4p a an i i
S5p a (a) i i vusaw
6p (m/f) | ille (a) i i a zi

Table 1. Paradigms of subject clitics in Italo and Gallo-Romance dialects
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Gaps and syncretisms are sensitive to person distinctions. Previous stud-
ies revealed some robust trends in the form of implicational statements, which
lend themselves to an analysis in terms of feature geometries and micropa-
rameters (Heap 2002; Manzini and Savoia 2005, 72ff; Beninca and Poletto
2005; Oliviéri 2011; Calabrese 2011).

However, before adopting microparametric or feature-based expla-
nations, it is worth examining and — if possible — discarding alternative
hypotheses. Among alternative hypotheses, one might contend that cross-
linguistic variation across a set of closely related languages is always amena-
ble to external explanations. Let us assume that some innovative speakers
began to use an idiosyncratic variant vV, which spread across social strata
and nearby speaking communities until it gave rise to further subvariants
V.. o and so on. In this way, paradigms of SCls gradually shifted from
one type to another, yielding prima facie hierarchical arrays. In other words,
by studying genealogically-related languages, one always ‘runs the risk [to]
discover shared innovations that have purely historical explanations, rath-
er than properties that are shared because of the same parameter setting.’
(Haspelmath 2008, fn 8).

The paper aims to address the above hypothesis on the basis of statistical
evidence based on a dataset of 187 dialects reported in Manzini and Savoia
2005. To address the null hypothesis (i.e. ‘purely historical explanations’), I
will show that the geolinguistic distribution of variants does not support an
account entirely based on external/historical factors.

The conclusion of the present study is in line with the premises of Lon-
gobardi and Guardiano’s 2009 Parametric Comparative Method (PCM),
which has been applied to the analysis of syntactic microvariation in Greek
and (southern) Italian dialects (Guardiano ez a/. 2016). Although the meth-
odology and the spirit of the present study are germane to the PCM, the goal
of this work is much less ambitious. Longobardi and Guardiano argue that,
by adopting a parametric approach, syntactic comparison is as reliable as the
comparative method of historical linguistics: the clusters of languages gener-
ated by the PCM correspond to the linguistic families and groups reconstruct-
ed by means of non-syntactic comparative evidence. Then, by validating the
PCM, Longobardi and Guardiano show that linguistic classifications must
rely upon abstract syntactic parameters rather than superficial similarities.

The PCM approach, however, cannot be easily extended to the analysis of
subject clitic systems. Since subject clitics are attested in a homogeneous lin-
guistic area, the results of our quantitative analysis cannot be tested against
a genealogical clustering. Hence, whereas the comparative method provides
a benchmark to evaluate Longobardi and Guardiano’s parameters, no inde-
pendent evidence allows us to validate feature-geometric analyses such as Heap
2002; Beninca and Poletto 2005; Oliviéri 2011; Calabrese 2011. For this rea-
son, the article departs from the PCM and follows a bottom-up approach to
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microvariation in which higher grade accounts (e.g. feature geometries, mi-
croparameters) are supported indirectly by dismissing lower grade hypotheses
(e.g. contact, analogy, etc.).

The structure of the paper is as follows: section 2 deals with the nature
of subject clitics in northern Italian dialects and wonders about the relation-
ship between subject clitics and the Null Subject Parameter (NSP); section
3 overviews the distribution of gaps and patterns of syncretism in Manzini
and Savoia’s 2005 sample; section 4 elaborates on the correlation between
linguistic and geographical distance.

2. Subject clitics and the Null Subject Parameter

Subject clitics occur in Gallo-, Italo- and Rhaeto-Romance varieties. The
null subject parameter cuts across the area of subject clitics: northern Ital-
ian dialects exhibit subject clitics, cf. (1¢), but, unlike French, they are char-
acterised by the canonical properties of null subject languages: they are not
subject to the so-called #har-trace effect, cf. (2¢), and allow free inversion as
in (3¢). For these reasons, clitics in northern Italian dialects have been often
analysed as agreement markers, rather than fully-fledged pronouns (Rizzi

1986; Brandi and Cordin 1989).

() a. parla italiano. (It.)
speak.3SG Italian
b. *(Il) patle italien. (Fr)
3SG.NOM=  speak.3SG TItalian
c. *(E) parla italian (Ver.)
38G= speak.3SG  Italian
‘He speaks Italian’
(2) a. Chi hai detto che ha scritto questo libro? (It.)
who haveyou said that has written  this book
b. *Qui as-tu dit qu a écrit ce livre? (Fr.)
who have=you said that has written  this book
c.  Ci ghe-to dito che I’a scrito sto libro? (Ver.)
who have=you said that he=has written this book

“Who did you say wrote this book?’

(3) a. E arrivato Gianni. (It.)
is arrived John

b. *II est arrivé Jean. (Fr.)
he= is arrived John

c. Le riva Giani. (Ver.)
he= be.3SG arrive. PST.PTCP John.

‘John has arrived’
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Furthermore, in many northern Italian dialects subject clitics form a defec-
tive paradigm, as shown in (4)." Besides northern Italy, defective patterns
have been found in some northern Occitan dialects (Kaiser, Oliviéri, Palasis
2013) and in Franco-Provengal dialects.

4) Mi _ magno T eat’ (Ver.)
Ti fe magni “You eat’
Lu e/ magna  ‘He eats’
Nialtri _ magnémo etc.
Vialtri _ magni
Lori i magna

The above dichotomy between clitic subject pronouns of the French type and
subject-agreement clitic markers of the Italo-Romance type is supported by
further evidence: in northern Italian dialects, but not in French, subject
clitics can double a non-dislocated subject, follow negation, and cannot be
dropped under coordination:

(5) a. Nessuno gli ha detto nulla. (Flo.)
none 3SG= have.3SG  say.PST.PTCP nothing
b. *Personne il n’ a rien dit. (Fr.)
none 3SG.NOM= NEG= have.3SG nothing say.PST.PTCP
‘Nobody has said anything’
(6) a. Un tu compri mai mele. (Flo.)
NEG 28G= buy.2SG never apples
b. Tu n achétes jamais  de pommes. (Fr.)
2SG.NOM= NEG buy.2SG never  of apples
“You never buy apples’
(7) a. La canta e la balla (Flo.)
3S8G.F= sing.38G  and 38G= dance.3SG
b. Elle chante et danse. (Fr.)
3SG.FENOM= sing.3SG and dance.35G

‘She sings and dances’

In fact, Poletto (2000) shows that northern Italian dialects, although
behaving like null-subject languages, do not always allow doubling (in
particular with operator-like subjects), do not always display the order ne-

! The presence/absence of subject clitics may vary across clause types as the inventories
of proclitics and enclitics are often dissimilar. This point will not be discussed further; what
follows is based on the analysis of proclitics.
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gation > clitic, and, under certain circumstances, allow the omission of
certain clitic forms in coordinated structures. At the same time, corpus
studies have shown that in French varieties such as colloquial metropoli-
tan French as well as Quebec, Ontario, and Swiss varieties of French (see
Culbertson 2010; Palasis 2015 and references therein), subject clitics and
NP/DP subjects (including strong pronouns) co-occur even if the latter
are not dislocated.

Further problems for the claim that Italo-Romance subject clitics are
agreement markers come from the analysis of varieties in which subject clit-
ics seem to occur optionally. In Paduan, for instance, third person subject
clitics do not always occur (Beninca 1994). First, subject clitics are ungram-
matical whenever the subject is postverbal:

(8) *El riva to fradéo. (Pad.)
He= arrives your= brother
“Your brother is coming’

With preverbal subjects, the clitic occurs if and only if the subject is left-dis-
located (Beninca and Poletto 2004):

(9) a. Mario ()  compra na casa. (Pad.)
Mario (he=) buys a house
‘Mario is going to buy a house’
b. Mario, na casa, no *D la compra.
Mario, a house, not (he=) it= buys

‘Mario is not going to buy a house’

The analysis of subject clitics as agreement elements is at odds with the com-
plementary distribution between subject clitics and non-dislocated subjects.
If clitics were agreement elements, they should always occur regardless of the
position of the doubled subject.

Another problem for the hypothesis that subject clitics are agreement
heads comes from the presence of expletive subject clitics in impersonal
clauses. For instance, the dialect of Monno in (10a) displays the non-agree-
ing/expletive clitic ¢/ with weather verbs and other impersonal predicates,
whereas in the dialect of Trieste in (10b) no clitic formative occurs in im-
personal clauses.

(10) a. El plof. (Monno)
3.MSG= rain.3
‘It is raining’
b. Piovi. (Trieste)
rain.3
It is raining’
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Since both Monnese and Triestino are null subject languages, then one won-
ders about the nature of the element e/ in (10a), which occurs in the same
contexts in which non-null subject languages normally require expletives.
Expletives are normally regarded as placeholders, i.e., dummy elements hav-
ing the same status of phrasal subjects. However, if Italo-Romance subject
clitics were agreement markers, how could they satisfy any syntactic require-
ment related to the subject position?

Second, if subject clitics were agreement markers, they would occur in all
impersonal constructions as well as in prototypical subject-less contexts such as
imperatives, contra evidence. Renzi and Vanelli (1983) observed that expletive
clitics do not always occur in all impersonal environments: they are more read-
ily found with weather verbs and, to a lesser extent, with existentials and in im-
personal si constructions. Some dialects require an expletive clitic to occur with
the modal verb expressing impersonal necessity (‘it is necessary to’), but — to the
best of my knowledge — this happens if and only if the expletive clitic occurs in
the remaining impersonal contexts. Hence, the distribution of expletive clitics in
impersonal environments follows an implicational scale, illustrated in Table 2:

Variety | Weather | Existential | Raising Arbitrary Impersonal

verb construction | construction | construction | necessity
Carcare | Uciov | Uj-¢ U smija... U s diz U bsogna
Cesena | Epiov | Uj-¢ E per... U s dis O bsogna
Monno | El plof | Elge El par O s dis O gna
RoccaP. | El piof | L¢ ) omea O se dis ¢ moza
Aldeno | El piove | @ gh’e O par O se dis @ bisogna

‘it rains’ | ‘thereis...” | ‘itseems that...” | ‘one says’ ‘it is needed. ..’

Table 2. Expletive clitics in impersonal environments
(from Pescarini 2014 with minor modifications)

The above data challenge the idea that subject clitics are agreement
heads, but alternative accounts of expletive clitics are even more problematic
for the analysis of northern Italo-Romance as null subject systems. In fact,
if northern Italian pronouns were considered fully-fledged expletives, they
would challenge Gilligan’s 1987 correlations in (11). The correlations in (11)
resulted from testing Rizzi’s early formulation of the Null Subject Parameter
against a sample of one hundred languages. According to Gilligan’s survey,
only the following one-way implications hold true cross-linguistically and,
crucially, three out of four generalisations predicts that null subject languages
should exhibit null expletives:
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(11) a. Free Inversion — expletive null subjects
b. Free Inversion — allow complementiser-trace violations
c. Referential null subjects — expletive null subjects
d. Allow complementiser-trace violations — expletive null subjects

In the light of (11), one does not expect to find overt expletives in languages
allowing free inversion or that-trace violations. Again, the characterisation
of northern Italian dialects as null subject languages leads us to the conclu-
sion that subject clitics are not expletive pronouns, but, at the same time, the
distribution illustrated in Table 2 is at odds with the hypothesis that Italo-
Romance clitics are agreement markers.

Under a sub-parametrisation of the Null Subject Parameter, one might
perhaps argue that northern Italian dialects are a particular kind of partial
Null Subject Languages (Holmberg 2005) in which the presence of overt
subjects is dependent on Person. Besides person-driven gaps, one might ar-
gue that also the microvariation with respect to expletive clitics — see Table
2 — follows from the partial NSL status of northern Italo-Romance dialects.
In the light of this hypothesis, however, northern Italian dialects would be
expected to exhibit other properties of partial pro-drop languages, which
Holmberg 2005 summarises as follows:

(a) Subject prodrop may be restricted to some persons/verb forms and is sensi-
tive to differences of clause type, main/embedded configuration, and register;
(b) Subject pro-drop is dependent on agreement, but the subject-verb agree-
ment system is deficient in one way or other;

(¢) When subject pro-drop is dependent on an antecedent (a ‘controller’), the
controller needs to be strictly local;

(d) There is a null third person singular inclusive generic pronoun;

In particular, northern Italian dialects are expected to resemble a
partial NSL such as Brazilian Portuguese. For the sake of completeness,
the distribution of null subjects in European and Brazilian Portuguese
is illustrated in Table 3 (from Martins and Nunes 2018). BP differs from
EP in the acceptability of null subjects, which are allowed with 1* per-
son plural subjects, whereas they are forbidden with 2* and 3 singular
subjects and with the inclusive impersonal « gente. Like northern Italian
dialects, BP is not subject to the thar-trace effect, although it is gradu-
ally losing ‘free’ inversion with transitive and unergative verbs (Barbosa,
Duarte, Kato 2005 a.o.). Unlike northern Italian dialects, BP never ex-
hibit expletives.
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EP BP
nds ‘we’ OK OK
vocés ‘you’ OK 2
eles ‘they’ OK 2
elas ‘they’ OK 2
eul OK 2
vocé ‘you’ OK *
ele ‘he’ OK *
ela ‘she’ OK *

a gente ‘we’ * *

Table 3. Distribution of null subjects in European and
Brazilian Portuguese (from Martins and Nunes 2018)

The similarities between BP, northern Italian dialects, and other par-
tial NSLs are quite elusive, but the key factor at play in partial systems is
the representation of person features and the relationship between pro-drop
and agreement (cf. Holmberg’s 2005 statement in (b): ‘Subject pro-drop is
dependent on agreement’). In this respect, two conceptions of agreement
have been advocated: a more ‘morphological’ view, in which the presence
of subject pronouns is linked to the overt marking of verb inflection, and a
more ‘abstract’ view, in which the presence/absence of subject clitic forms
results from abstract constraints such as hierarchies of features. In the latter
analysis, the externalisation of subject clitics depends on feature geometries
or analogous solutions (e.g. filters) allowing/disallowing the spell-out of cer-
tain bundles of agreement features (Heap 2002; Beninca and Poletto 2005;
Calabrese 2011; Oliviéri 2011).

To summarise, this section has reviewed previous proposals concern-
ing the nature of subject clitics in northern Italian dialects. Subject clitics
have been analysed as agreement markers as they can co-occur with non-
dislocated subjects and, although northern Italo-Romance dialects are null
subject languages, they necessarily occur in finite clauses. Under other re-
spects, however, subject clitics do not behave like agreement markers: no
dialect allows subject clitics in prototypical subject-less contexts such as
imperative clauses, whereas some dialects have expletive subject clitics in
certain, but not all, impersonal environments. The comparison with par-
tial null subject languages may provide a better account of the syntax of
subject clitics in northern Italian dialects, but the syntactic diagnostics ob-
served in Germanic languages and Brazilian Portuguese are not convergent.
Eventually, the comparison with partial pro-drop systems leads us to won-
der about the nature of person-given gaps that characterise partial NSLs.
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2. Gaps and syncretism

Paradigms of subject clitics are often defective. Certain persons of the
paradigm are not expressed by a subject clitic or, if the clitic form is present,
it is either optional or syncretic. For instance, in the Franco-Provencal dia-
lect of Fenis (Laure Ermacora, p.c.) the 1*, 4" and 5" person clitics, which in
the dialect of Verona in (4) were missing, are optional (in positive declarative
clauses). In the Swiss dialect of Gruyere (De Crousaz and Shlonsky 2003), the
optional persons are the 1%, the 3" and the 6®. Furthermore, in Gruyére the
optional clitics are syncretic as they are expressed by the vocalic exponent i.

(12) a. (dze) 'péko i 'poma (Fenis, Franco-provencal; Laure Ermacora p.c.)

I eat an apple’

b. tu 'péké A ‘poma
‘you.sg eat an apple’

c. iw 'péke X ‘poma
‘he/she eats an apple’

d. (mo) pi'kén A 'poma
‘we eat an apple’

e. (vo)pi'kode R 'poma
‘you.pl eat an apple’

f. iy 'pékopy A 'poma
‘they eat an apple’

(13) a. Me (i) medzo dou fre. (Gruyere, Switerland; De Crousaz and Shlonsky 2003)

‘I am eating cheese’

b. Té te medze dou pan.
“You are eating bread’

c. li 3 medzé chin ti 1¢ dzoa.
‘He eats that every day’

d. Nono medzin rintyé la demindze.
‘We eat only on Sundays’

e. Vo vo medzidé avu no.
“You (pl.) are eating with us’

f. LA (i) medzon to cholé.
“They are eating all alone.

Building on similar data, previous studies revealed some robust trends in
the form of implicational statements. Renzi e Vanelli 1983 analysed a sam-
ple of 30 dialects and put forth a set of Greenberg-style generalisations, e.g.

(14) a. If avariety has at least one subject clitic, it is 2sg.
b. Ifa variety has two subject clitics, they are 2sg and 3sg.
c. Ifavariety has three subject clitics, they are 2sg, 3sg, 3pl
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The above statements can be represented by means of a chain of implica-
tions, although no single chain can account for all the patterns found so far:

(15) a. 2>3>6>5>4>1 (Renzi and Vanelli 1983)
b. 2>3>6>1>4/5 (Cabredo Hofherr 2004; Calabrese 2011)
c. 2>6>3>4>1>5 (Heap 2000)

Heap 2002, Oliviéri 2011, Calabrese 2011 among others tried to formulate high-
er grade generalizations by deriving Person distinction from bundles of abstract
features. In fact, the organisation of clitic inventories follows more or less robust
trends, rather than categorical principles. As for the presence/absence of singular
clitics, for instance, data from Manzini and Savoia (2005, §2.3) revealed that a
group of dialects of Trentino have the 3" person clitic, but no 1* and 2™ person
clitic (contra Renzi and Vanelli’s first generalisation in (14). However, the 2™ per-
son clitics is never missing if the 1** person clitic is present: as shown in the fol-
lowing histogram, a system with the 1% person and without the 2™ person clitic is
not attested in the almost 370 dialects of Manzini and Savoia’s and ASIt dataset.”

0,8

0,692307692
0,6
0,4
0,291208791
0,2
0,016483516 0
' 9,0 0,2 1,0 1,2

Figure 1. Presence (1, 2) vs Absence () of 1 and 2™ person subject clitics in
northern Italian dialects. Key: @, @: both first person singular and second person
singular are missing; @, 2: the first person singular is missing; 1, @: the second
person singular is missing; 1, 2: both clitics are attested.

Sample: 182 northern Italian dialects; Dataset: ASIt database
(retrieved in July 2018). Source: Loporcaro and Pescarini 2019

Since implications are often contradicted by counterexamples, it is worth
approaching the problem from a quantitative point of view in which categorical

2 ASIt: Atlante Sintatico d’Italia, <http://asit.maldura.unipd.it>.
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statements are turned into probabilistic generalisations. In order to weigh the gen-
eralisations on the distribution of subject clitics, I have analysed the absence vs
presence of subject clitics in the sample of 187 northern Italian and Rhaeto-Ro-
mance dialects reported in Manzini and Savoia 2005. For each dialect, I surveyed
the presence of subject clitics in declarative clauses. The results are summarised in
Appendix 1 (for the sake of clarity, a partial screenshot of the matrix is reported
in Figure 2). The first column of the Working table reports the 187 datapoints
surveyed by Manzini and Savoia 2005; columns 2-7 show the presence/absence’
(‘T s ‘0) of subject clitic forms for each Person (recall that ‘1" means that the clit-
ic is either optional or mandatory). Besides personal pronouns, the table reports
the presence vs absence of expletive subject clitics with weather verbs (column 8).

Datapoint 11213456 expl
Olivone If1f1|1|1]1| 1
Semione 111|111} 1
Quarna sopra /111 ]1|1] 1
Moncalvo Of1|1(0f1]1| 1
Valmacca 1/1]1]0]0]1| 1
Breme 1111711} 1
Castellinaldo 11111} 1
Inveruno 111|111} 1
Carnago {111 1)1] 1
MartignanadiPo |1/1|1]1|1|1| 1
Casorezzo 111|111} 1
Arconate {111 1)1] 1
Solbiate Arno If1f1|1|1]1| 1
Cadero 1/1(11]1]1| 1
San BenedettoPo | 1|1|1|1|1|1] 1
Saguedo {111 )1]1] 1
Stienta 111|111} 1

Figure 2. Working table (see Appendix 1)

I used the R Package ‘rworldmap’ (South 2011) to plot the results on six
geographical maps, one for each Person (key: red points mean that the dia-
lect exhibits no clitic form). 3 Person and, to a lesser extent, 6 person clit-
ics are almost always present, although, as mentioned in §2, in many eastern

3 Clitics are considered present in the system even if they are optional.
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dialects the occurrence of 3 person clitics is subject to further conditions,
yielding the impression that the presence of the clitic is optional:

Figure 3. Presence/absence of third person (left) and sixth person clitics (right)

4™ and 5™ person clitics are often missing, in particular in northeastern
dialects. As for the 4™ person, it is worth noting that in many Lombard dia-
lects the 4" person results from the reanalysis of an impersonal periphrasis
formed by the clitic 072 < HOMO followed by the verb at the third person. Al-
though these dialects do not have a proper 4" person clitics, they have been
reported in green in the following map; the presence of the 07 < HOMO form-
ative is reported in column 9 of Appendix 1.

s e
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Figure 4. Presence/absence of fourth person (left) and fifth person clitics (right)

As shown in the following maps, the 1** person is frequently missing
(like the 4" and the 5%), whereas the 2" person is almost always mandatory:
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Figure 5. Presence/absence of first person (left) and second person clitics (right)

The above maps confirm — at large — previous impressionistic generali-
sations. However, to assess linguistic generalisations, we need to turn our
empirical generalisations into probabilistic measurements. I first calculated
the correlation between the presence/absence of clitics across persons. The
following table reports the correlation indexes calculated on the basis of the
data from Appendix 1 (Manzini and Savoia’s 2005 187 dialects). Each cell of
the table reports the degree of correlation for each pair of personal pronouns.
Two personal pronouns correlate positively if, for each dialect and each pair
of persons, clitics are either present or missing.

2p 3p 4p 5p 6P EXP
0,24 0,15 0,61 0,68 0,15 0,44 1P
0,28 0,39 0,39 0,33 2p
0,45 0,51 0,37 3p
0,76 0,50 0,49 4p
0,57 0,44 5p
0,44 6P

Figure 6. Correlation between persons: gaps
(sample: 187 dialects from Manzini and Savoia 2005, cf. Appendix 1)

The presence of the expletive clitics with meteorological verbs does not
correlate with the presence of any personal pronoun and, from now on, exple-
tive clitics will not be examined anymore. The degree of correlation between
personal forms is represented in the following radar plot: each vertex of the
hexagon represents a person (1P, 2P, etc.) and each coloured line represents
the degree of correlation between one Person and the other five; the closest
the line is to the vertex, the highest the correlation:
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Figure 7. Radar plot of the correlation matrix in Figure 6

The 4™ and 5" person exhibit a high degree of correlation; hence, the
shape of the two lines is very similar. The same holds for the 3" and 6™ per-
son, which almost overlap.

1P 1P

6P 2P 6P 2P

5P 3P 5P 3P

4p 4p

Figure 8. Radar plots of the Fourth/Fifth Person (left) and Third/Sixth Person (right)



MICROVARIATION AND MICROPARAMETERS 269

Conversely, the 2™ Person exhibits a very low degree of correlation with
any other clitic. The 1 Person has a very puzzling interaction as it correlates
with the 4" and 5% Person. The correlation 1°/4™ is expected given that the
4™ person denotes a set containing the speaker, but the pattern formed by the
1:/4™/5™ person is typologically rare and it cannot be derived from a non-
disjunctive set of person features.

1p 1P

6P 2p 6P 2P

5P 3P 5p 3P
4p 4p

Figure 9. Radar plots of the First Person (left) and Second Person (right)

The specificity of the 1°/4™/5% cluster is further confirmed by patterns
of syncretism, i.e. identity of exponence. The following histogram shows the
incidence of various patterns of syncretism in Manzini and Savoia’s sample
of 187 dialects. The bars show the diffusion (number of dialects) of each pat-
tern of syncretism, e.g. the first bar means that the pattern ‘145’, in which
the 1, 4™, and 5 Person are syncretic, is attested in 50 dialects of Manzini
and Savoia’s sample. Some dialects exhibit two syncretic exponents, e.g. the
bar labelled ‘145&36’ represents the number of dialects having one expo-
nent for the 1%, 4™, and 5" Person and another exponent for the 3" and 6
person. In tabulating the data about syncretism, several factors have been
examined: for instance, 3™ and 6™ person forms have been considered syn-
cretic iff the masculine and the feminine forms are syncretic; in the case of
dialects allowing the co-occurrence of multiple formatives I considered the
resulting complex form as a single clitic; I assumed no principled distinction
between syncretism and homophony.
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Figure 10. Incidence of various patterns of syncretism. Dataset: Manzini and Savoia 2005

The possible patterns of syncretism are rather constrained: 80% of the dia-
lects show a syncretic exponent for the 1 and 4™ Person, whereas a remarkable
67% of the dialects have a single syncretic exponent for the 1°/4"/5® cluster. The
6™ person is involved in several patterns of syncretism, whereas the 3 person
is syncretic only with the 6 person. Lastly, the 2" person is involved in only
2 (very complex) patterns of syncretism, which confirms the impression that
the 2™ person clitic has no interaction with the rest of the system.

To sum up, the crosslinguistic distribution of gaps and syncretism fol-
lows very robust trends. Some of the above trends are quite predictable: for
instance, the 1" and 4" person tend to pattern alike in many linguistic sys-
tems of the world, arguably because of the pivotal role of the feature [speaker].
Other patterns, however, are typologically uncommon: for instance, most
(Italo)Romance dialects exhibit a robust subsystem of subject clitic elements
formed by the 1/4™/5" person. This cluster cannot be defined by a non-dis-
junctive set of person features and is typologically rare.

4. The correlation between linguistic and geographical distance

The fact that the 145 pattern is so widespread does not necessarily support
internal explanations. In fact, ‘which language spreads in a spread zone is a matter
of historical accident, and this historical accident can distort the statistical distri-
bution of linguistic types in an area’ (Nichols 1992: 23). For instance, Figures 3-5
show that gaps are more frequent in north-eastern than in north-western dialects,
which may indicate that the diffusion of gaps is— in part —an areal phenomenon.

It is then fair to assume that the distribution of gaps and syncretism is due
to both internal and external factors. In this respect, subject clitics are an interest-
ing case study as they exhibit an extreme degree of variability although they are
attested in a densely populated area and, diachronically, emerged in a relatively
short diachronic span (from the 16th ¢. onwards). Hence, demic diffusion can-
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not account for the complex geographic distribution of patterns of syncretism
and gaps. At the same time, however, the array of pronominal forms discussed
so-far does not provide conclusive evidence for feature-based models. As previ-
ously mentioned, linguistic systems may be shaped by external forces — ‘cultural
traditions’ in Evans and Levinson’s 2009 terms — that must be disentangled from
biological constraints. For instance, how can we understand whether the 145 pat-
tern results from biolinguistic constraints or is a cultural ‘artefact’?

In order to answer the above question, we need a methodology to demon-
strate that the systematic tendencies observed so far are not ‘a matter of historical
accident’. If so, we would predict a certain degree of correlation between linguis-
tic and geographic distance: one might suppose that a given pattern emerged in
a single dialect, for unknown reasons, and then spread to the surrounding area
through language contact and sociolinguistic dynamics. Historically, the basin
of the river Po and the surrounding mountains have always been a well-inter-
connected area, where people and goods circulated rather freely despite the geo-
political fragmentation. Given this socio-historical scenario, one would expect
linguistic innovations to spread homogeneously in contiguous areas regardless of
biolinguistic constraints on the make-up of pronominal inventories.

Alternatively, one may hypothesize that patterns of gaps and syncretism
(e.g. the 145 pattern) are due to a biolinguistic constraint preventing or hinder-
ing the externalization of certain clitic forms. Then one would expect to find the
same pattern scattered in non-contiguous dialects (Poletto’s 2013 legpard spots),
regardless of socio-historical factors.

In the remainder of the present section, I focus on the data contained in Ap-
pendix 1 (see Figure 11) to verify whether the microvariation displayed by clitic
systems correlates or not with geographic distance.

Datapoint 1 2 3 4 5 6 |expl |[4=HOMO SCLGAPS: # SCL GAPS: # |SCLSYN: |SCISYN:
exponents  gaps presence |patterns

145
145
145

Olivone
Semione
Quarna sopra
Moncalvo
Valmacca

145
145
145
145
145
145
145
145
145

Breme
Castellinaldo
Inveruno
Carnago
Martignana di Po
Casorezzo
Arconate
Solbiate Arno
Cadero

PP P REPPPRERRPEORR PR
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PRPEPRPPPRERRP,OORRBR
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N T Y Y YT YT OYT YT OYTOYTY T ovN
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OO0 000000 ONNOOO
PPrPPREPPPERPROORREBE

Figure 11. Working table (upper part; see Appendix 1)
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From the above table, I obtained a ‘code’ for each datapoint. The code
is divided into two parts: the first six figures after the letter G(aps) repre-
sent gaps, whereas the figures after the letter S(yncretism) show whether the
dialect has syncretic exponents and, if so, which Persons of the paradigms
are involved in the syncretic pattern. For instance, a dialect with the code
‘G023456545’ is a dialect in which the 1 person clitic is missing, while the
4™ and 5% person are syncretic. The table containing the ‘codes’ of each va-
riety is reported in Appendix 2 (Figure 12 shows the upper part of the table).

1 2 5
1 |Datapoint gaps+syncretism gaps
2 |Olivone (1234565145 "123456
3 |Semione (1234565145 "123456
4 |Quarna sopra G1234565145 "123456
5 |Moncalvo (0230565 '023056
6 Valmacca G123006S "123006
7 |Breme 1234565145 "123456
8 Castellinaldo (1234565145 123456
9 |Inveruno (1234565145 123456
10 |Carnago (1234565145 123456
11 |Martignana di Po (1234565145 123456
12 |Casorezzo G1234565145 123456
13 |Arconate (51234565145 123456
14 |Solbiate Arno (51234565145 "123456
15 |Cadero (51234565145 "123456
16 |San Benedetto Po (51234565145 123456
17 |Saguedo (1234565145 123456
18 |Stienta (1234565145 "123456
19 |Revere (1234565145 "123456

Figure 12. Table with codes (Appendix 2)

Having a ‘code’ for each dialect, I calculated the linguistic distance be-
tween each pair of datapoints. The linguistic distance is calculated as the edit
distance (or Levenshtein distance) between the two codes, i.e. the minimum
number of operations (e.g. removal, insertion, or substitution of a character)
to transform one string into the other. For instance, the edit distance be-
tween the dialect of Quarna sopra (G123456S) and Moncalvo (G023056S)
amounts to 5 because two characters are substituted in the first part of the
code and three are deleted from the second part.
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Since edit distances are calculated pairwise, the result is a 187x187 sym-
metric matrix (187 is the number of datapoints), which is reported in Appen-
dix 3; Figure 13 focuses on of the upper-left corner of the matrix:

A B <€ D E F | G
1 Olivone SemiontQuarna Moncal'Valmac(Breme
2 |Olivone 0 0 0 5 5 0
3 |Semione 0 0 0 5 5 0
4 |Quarna sopra 0 0 0 5 5 0
5 |Moncalvo 5 5 5 0 2 5
6 |Valmacca 5 5 5 2 0 5
| codes | distances | @

Figure 13. Section of the matrix of linguistic distances (see Appendix 3)

Having a matrix of the linguistic distances, I used the R package Geo-
sphere (Hijmans 2017) to calculate the geographical distances between the
same 187 datapoints of Manzini and Savoia’s sample. The geographical dis-
tance is calculated on the basis of geographic coordinates and is therefore a
geodesic distance, i.e. distance as the crow flies.

Figure 14. Matrix of geographical distances (particular, see Appendix 4)

Then, I used the R package ‘vegan’ (Oksanen ez /. 2018) to calculate the
correlation between the two matrixes: the matrix of linguistic distances and
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the matrix of geographic distances (Mantel test). The result of the Mantel
statistic is an index of 0.05931 (significance: 0.014), which means that there
is no correlation between linguistic and geographical distances with respect
to the inventories of subject clitics. Given such a low degree of correlation, it
is fair to conclude that the robust tendencies found since Renzi and Vanelli’s
1983 work cannot be accounted for under a pure geolinguistic explanation.

5. Discussion and conclusion

This article focused on the make-up of paradigms of subject clitics in
northern Italian dialects. Subject clitics are a solid test bed to develop a meth-
odology in order to evaluate internal vs external hypotheses on the emergence
of linguistic variation.

Disentangling biological constraints from ‘cultural’ effects (lazo sensu) is
an aspect of linguistic research that, in my opinion, is still underdeveloped.
Following Evans and Levinson 2009, it is fair to assume that ‘[s]triking simi-
larities across languages [...] have their origin in two sources: historical com-
mon origin or mutual influence, on the one hand, and on the other, from
convergent selective pressures on what systems can evolve.” Hence, ‘[t/he dual
role of biological and cultural-historical attractors underlines the need for a
coevolutionary model of human language, where there is interaction between
entities of completely different orders — biological constraints and cultural-
historical traditions.” At present, however, we have no sound methodology
to disentangle biological constraints from cultural-historical factors, in par-
ticular in the realm of microvariation, i.e. the study of genealogically-related
languages. By studying genealogically-related languages, one always ‘runs
the risk [to] discover shared innovations that have purely historical explana-
tions, rather than properties that are shared because of the same parameter
setting.” (Haspelmath 2008: fn 8).

This objection has never been recast on the basis of empirical evidence
because qualitative analyses do not provide any solid argument to reject the
null hypothesis that microvariation is essentially chaotic. The null hypoth-
esis is programmatically neglected by syntacticians, who prefer to support
stronger hypotheses until falsification. This strategy is rewarding until the
stronger hypotheses are reasonably falsifiable, but the increasing complex-
ity of parametric models is hindering our capacity to analyse the enormous
amount of empirical evidence we gathered.

For instance, in the last decades many data on subject clitics have been
collected and, on the basis of these data, some solid tendencies have been
found. These tendencies however yielded an unresolved tension between ex-
planatory and descriptive adequacy. According to Manzini and Savoia (2005,
I, 120) the data on gaps show that the Null Subject Parameter ‘cannot be
defined for the entire language, but must be applied to the individual forms
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of the paradigm’ (translation in Roberts 2014:178). Whereas Roberts 2014
argues against this radical microparametric approach, which would ‘mak][e]
the number of possible grammatical systems hyperastronomical’. Feature
hierarchies might provide an intermediate explanation, by constraining the
way in which (subject) agreement features are externalized across languages,
but we need a methodology in order to assess the proposed models and tackle
the following questions:

1)  To what extent are the above empirical generalisations solid? Since no
generalisation is exceptionless, it is worth knowing whether a given
statement is true in 99% or 5% of the cases. In other words, we need
to turn from categorical statements to probabilistic generalisations.

2) To what extent do the observed patterns result from random or ex-
tra-linguistic factors?

In this article, I provided (preliminary) statistical evidence to address the
above questions. I confirmed that certain persons of the paradigm — in par-
ticular, the 145 cluster — exhibit the same behavior with respect to gaps and
syncretism. Since this cluster is not a natural class found in other linguistic
groups/families, one wonders about whether the above pattern results from a
biolinguistic constraint or, alternatively, from random historical evolutions.
To find out, I focused on the correlation between linguistic and geographical
distance. I used a dialectometric approach to calculate pairwise linguistic dis-
tances regarding the structure of paradigms of subject clitics. Then I calculated
the correlation between linguistic and geographical distances, which is surpris-
ingly low. This means that the external explanation by itself cannot account
for the observed cross-linguistic trends in the evolution of pronominal systems
and some internal (biolinguistic?) constraints must be hypothesized along the
lines of Heap 2002; Beninca and Poletto 2005; Oliviéri 2011; Calabrese 2011.
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Abstract:

Italo-Romance varieties display a typologically rare strategy to realize
the unconditional (or free-choice) free relative clauses, i.e. the reduplica-
tion of the verb complex. The semantic entailment of unconditionality
is not conveyed through the lexicalization of a morpheme correspond-
ing to -ever. Also, the modal force of the semantic operator does not
match the selection of the subjunctive morphology, which is not avail-
able in most Italian dialects. The ItaloRomance varieties of our sam-
ple resort to structural reduplication as the only strategy to express the
unconditionality requirement of this type of free relative clauses. In
this contribution, I compare unconditionals across Italian dialects and
other Romance varieties on the basis of their morphosyntactic proper-
ties. In the analysis of the reduplication structure I link the derivation
of unconditional free relatives with the semantic and syntactic aspects
of free-choice indefinite pronouns. I finally propose a unifying formal
account of two types of reduplication configurations, both correspond-
ing to unconditional free relatives, both available across Italo-Romance.

Keywords: ltalian Dialects, Free-choice Pronouns, Syntactic Redupli-
cation, Unconditional Relative Clauses

1. Introduction

Among free relative clauses (FRs, henceforth), i.e. headless (Caponigro
and Pearl 2008; Caponigro and Falaus 2017) or light-headed (Citko 2004)

" The first observations stemming from this piece of research were presented in No-
vember 2015 at the ‘Bucharest Romance Syntactic Workshop™ I am grateful to the scholars
in the audience who then made insightful remarks. This version of the paper has benefitted
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ous version has surely improved. Needless to say, all mistakes and oversights the reader is
going to find are my only responsibility.
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embedded non-interrogative wh-clauses, wh-ever FRs are distinguished on
the basis of their quantificational force. Much debate has been carried on
about the semantic entailments of the morpheme -ever and the definiteness
of the wh-ever clause (Bresnan and Grimshaw 1978; Dayal 1997; Grosu and
Landman 1998; Tredinnick 2005). On the one hand, -ever appears to be
similar to universally quantified expressions when referring to a plurality of
individuals. Syntactic tests prove that it behaves like universals (Larson 1987).
In particular, -ever licenses NPIs (1 a,b) and can be modified by a/most-like
modifiers (a/most, just, about, practically; 1c).

(1) a. There’s alot of garlic in whatever Arlo has ever cooked.
b. Bill grabbed whatever object was anywhere near him.
c. Bill grabbed practically whatever was on the desk.  (Tredinnick 2005: 34)

On the other hand, the universal quantificational force is distinct form
the definite reading attributed to -ever FRs under some specific analyses (Lar-
son 1987; Jacobson 1995; Dayal 1995, 1997; latridou and Valrokosta 1998;
Giannakidou and Cheng 2006, a.o.). More specifically, FRs have been ana-
lyzed as either universal (2a-b) or definite (2¢c-d), whereby the difference in
the interpretation is typically triggered by singular vs non-singular entity of
a given domain and correlates with the presence or absence of -ever (Jacob-

son 1995; van Riemsdijk 2000, 2005: 358-359):

(2) a. Iwill eat whatever the waiter will put on my plate (+universal)
b. I will eat everything that the waiter will put on my plate
c. Tate what the waiter put on my plate (+definite, + universal)
d. Tate the thing that the waiter put on my plate

The contrast between (2a) and (2¢) is the key of the opposition between
plain FRs and -ever FRs: in (2¢) the set of maximal entities denoting what the
waiter puts on the speaker’s plate may be limited to a single entity, whereas
in (2a) -ever forces to interpret this set as composed by all entities that the
waiter puts on the plate. The result is that (2¢) is equivalent to a definite and
(2a) to a universal interpretation.

Another interpretation is proposed by Quer and Vicente (2009), whereby
the operator ever within FRs does not act as ordinary universal, as it contains
a variable over worlds on top of the usual variable over individuals. In this
view, -ever FRs acquire an indefinite interpretation, therefore adopting the
quantificational force of the operator that binds their variables and allowing
a free-choice reading. In this sense, -ever FRs match a quasi-universal read-
ing which arises when a universal modal operator binds the world variable
(Quer 1999; Giannakidou 2001; Giannakidou and Quer 2013). The specific

modality of -ever FRs makes them unconditional clausal modification struc-
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tures (see also Kratzer 1986; Rawlins 2008), whereby unconditionality corre-
sponds to structures in which the proposition expressed by the consequence
(or apodosis; ‘Maria will be happy’ in (3)) is true in every possible world:'

(3) a. Quienguiera que venga a Bucarest, Maria estard contenta
whoever that comes.SBJ to Bucharest Maria be. FUT.3SG happy
“Whoever comes to Bucharest, Maria will be happy’ (Castilian Spanish)

b. Chiunque venga a  Bucarest, Maria sara contenta
whoever  comes.SB]  to Bucharest =~ Maria be. FUT.3SG happy
“Whoever comes to Bucharest, Maria will be happy’ (standard Italian)

This paper is centered on the structural correlates of -ever FRs of the
unconditional types (hereafter, unconditionals). I assume that the operator
ever expresses a type of modality which enforces universal quantification
over epistemic alternatives to the evaluation of worlds. Following Quer and
Vicente’s (2009) account, I argue that ever endows FRs with properties typi-
cally associated with universal quantifiers. However, the resulting structure
delivers a quasi-universal interpretation (Giannakidou 2001: 707) in which
the universal modal operator binds the world variable. More specifically, the
operator ever exhausts the values that can be assigned to its variable within a
single world. In -ever FRs a value is checked in each alternative (i.e. the context
domain introduced by ‘or’” in (4)), whereas considering all values in a single
alternative is not possible. In particular, given that antecedents (or protases)
of unconditionals denote sets of disjoint alternatives with a {world,individual}
variable pair (Rawlins 2008, 2013), variables receive a different value in each
alternative (4). Therefore, ever defines a maximal set of mutually exclusive
alternatives that are also undifferentiated, hence triggering the free choice
among them (Farkas 2013: 221; Caponigro and Falius 2017: 26):

4)

x, comes to Bucharest in w;

or x, comes to Bucharest in w,

or x5 comes to Bucharest in wy
or ...

or x, comes to Bucharest in wy,

[whoever comes to Bucharest] =

! Conversely, the conditional clausal modification corresponds to a structure in which
the proposition expressed by the consequence (or apodosis) is true only in those worlds de-
fined by the antecedent (or protasis). Thus, the antecedent functions as a domain restrictor
operating on the modal base of the consequence.
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Arguably, the quantificational structure is headed by a silent conditional
operator (COND). Given a protasis, that acts as a restrictor, and a consequent (or
apodosis) which is the nucleus, COND operator composes protasis and
apodosis, creating a set of disjoint conditional statements (see Haspelmath and

Konig 1998:565 for a different formulation):
®)

[[[COND antecedent] consequent]]
x; comes to Bucharest in w; — M. will be happy in w,
or x, comes to Bucharest inw, —» M. will be happy in w,
or xz comes to Bucharest in w; = M. will be happy in ws
or ..
or x, comes to Bucharest inw, — M. will be happy in wy,

Licit unconditional antecedents correspond to FRs with free-choice in-
terpretation expressed by ever. Thus, it matches the semantic equivalent of
(5). llicit unconditional antecedents, i.e. FRs displaying no ever morpheme,
would deliver different semantic entailments.

Based on syntactic properties, FRs are pluricategorial constructions.
Namely, the relative operator (or the whole FR, according to Bresnan and
Grimshaw (1978)) can correspond to a determiner phrase (6 a,b), an adverb
phrase (6¢), a prepositional phrase (6d) or an adjectival phrase (6e):

(6) a. DPlease, return whatever you have taken from the office.
b. Tl sing whichever songs you want.
c. I'll write however carefully you want me to write.
d. They’re about to arrive in whatever village they’d mentioned.
e. However high that wall is, she’s going to climb it.

As for the distribution, multiple w/-ever-clauses can occur (van Riemsdijk 20006):

(7)  You always criticize whatever book of whichever author I buy.

In Romance languages unconditional FRs (8a, 9a) may show an identi-
cal syntactic distribution as plain FRes, i.e. verb argument (8b, 9b) or adverb:

% For some languages it has been observed the requirement whereby the w# pronouns fulfill
the case requirement of both the matrix and the relative clauses (‘Matching Effect’ of FRs; Grosu
1994; van Riemsdijk 2005: 346-356). According to Grosu’s (1994) typological distinction, at least
three classes of languages arise: (i) fully matching languages (e.g. English, French, Hebrew, Rus-
sian, Italian); (i) non-matching languages (e.g. Latin, earlier stages of the Romance, Old and Mid-
dle high German and possibly Gothic); (iii) partially matching languages, i.e. languages that allow
non-matching only under restricted circumstances (e.g. Finnish, Spanish, Catalan, Romanian).
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(8) a. El detective interrogard a quienquiera que esté presente
the detective interrogate. FUT.3SG to whomever  that be.PRT.3SG present
b. El detective interrogard a quien que esté presente

the detective interrogate. FUT.3SG to whom that be. PRT.3SG  present
“The detective will interrogate whomever was present’  (Castilian Spanish)

(9) a. Detectivul va audia pe oricine a fost prezent.
detective. DEF AUX examine.INF to whomever has been present
b. Detectivul  va audia pe cine a fost prezent.
detective. DEF AUX examine.INF  to whom has been present
“The detective will interrogate whomever was present’ (Romanian)

The same distributional parallel is not found in central and southern
Italian dialects, where the two types of FRs exhibit a different syntactic dis-
tribution (10) and are realized through different strategies. The uncondition-
al FRs are left-dislocated and optionally linked to the main clause through
a binding pronoun. Also, crucially, the only possible structural realization
of unconditionals is through the reduplication of the verb complex (10¢):?

(10) a. U privoto vo parla cu ccu ha cantato alla missa
the priest wants talk.INF with who has sung  to.the mass
“The priest wants to talk to whom has sung at the mass’

b. *U priveto vo parla cu ccu ha cantaw cantato alla  missa
the priest wants talk.INF with who has sung sung to.the mass
c. Cu ha cantato cantato alla missa, u priveto ci vo parla

who has sung  sung  to.the mass the priest to.them=wants talk. INF
‘Whoever has sung at the mass, the priest wants to talk to them’

(S. Maria del Cedro, Cosenza)

3 One of the reviewers asks whether this pattern of V reduplication also conveys a
specific aspectual value, i.e. iterative and/or habitual, given that cross-linguistically V re-
duplication is linked to the imperfective aspect. S/He also wonders if the reduplication
structure, as the one in (10¢), could also be linked to expressiveness. Based on the evidence
discussed in this contribution, the reduplication structure represented in (20a,b) and as-
sessed throughout the paper only corresponds to -ever RFs. Yet, some of the Italo-Romance
varieties considered here exhibit other reduplication patterns (Silvestri in prep.) that clearly
correlate either with an expressive stance or an imperfective aspectual value, e.g.:

i. Marija parla pparla (expressive value: the speaker thinks that Maria talks too much)

Maria talks talks
‘Maria talks a lot/too much’
ii. Marija parlodo e pparlodo  (aspectual value: Maria talks continuously)
Maria talks and talks
‘Maria repeatedly talks / What usually Maria does is talking’ (S. Maria del Cedro,
Cosenza; Silvestri in prep.)

Yet, neither (i) nor (ii) convey an unconditional reading or display a wh element to
introduce the clause. Therefore, there are distinct V reduplication patterns across ItaloRo-
mance which correspond to as many aspects of the grammar.
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In what follows I am going to take into consideration the morphosyn-
tactic properties of the unconditional FRs occurring in the left-dislocated
position (10¢), i.e. preceding the matrix clause. After a brief descriptive ac-
count of this type of unconditionals across Romance (§2), I shall focus more
closely on the empirical evidence from Italo-Romance (§3) on which I build
a semantically motivated structural analysis (§4).

2. Unconditional free relatives in Romance

Romance languages avail themselves of several different strategies to
structurally convey the unconditional FRs (Haspelmath and Kénig 1998:
604-619). Other than the lexicalization of a morpheme corresponding to
ever (§2.1), following (Latin, Spanish, Portuguese, French, standard Italian)
or preceding (Romanian) the wh pronoun, Romance unconditionals can be
marked by reduplication of the wh pronoun (Latin), or not marked with a
whbased morphology (French).

In this section, I will describe the semantic and structural properties of
uncoditionals in Italo-Romance varieties as opposed to the rest of Romance.

2.1 The morphosyntax unconditional relative clauses with the morpheme ever

In standard Romance varieties, when lexicalised, the ever operator is re-
alized either as a grammaticalized morpheme ultimately deriving from Latin
present or subjunctive forms of the verbs VELLE / QUAERERE / ESSE (11)
or through the diachronic outcome of the Latin pronoun formations involv-

ing CUNQUE (<« UMQUAM ‘ever’) (12).%°

# The ever morpheme in of Latin, i.e. CUNQUE, shows an additive particle (i.e. QUE;
Haspelmath and Konig 1998:609). This finds a comparative match in the formations of indef-
initeness markers in other Indo-European languages, such as Serbo-Croatian, Hittite, Kanna-
da (Haspelmath 1997: 1578), where an additive particle (and, also) attaches to a wh element.

> The Romance series of wh-ever pronouns is a new formation, as Latin displayed
other two free-choice series of pronouns, both formed with a verb-derived morpheme, i.e.
the series formed with vis and the series formed with /ibet. Crucially, Latin also exhibited
reduplicated pronouns (e.g. guisquis ‘whoever’, guidgquid ‘whatever, whichever’; Haspelmath
1997:179-182; Haspelmath and Kénig 1998:605, 615). In this contribution I limit myself
to provide only a few relatively straightforward etymological notes on Romance wh-ever el-
ements. Their diachronic development from Latin to modern Romance would be definitely
instrumental for shading lights on the factors that trigger the large amount of variation con-
cerning their morpho-syntactic and semantic-pragmatic properties. Yet, a proper diachron-
ic investigation of this series of pronouns based on their semantic-pragmatic entailments,
some of them being now lost, is far beyond the focus of this paper.
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(11) a. Quem quer que o disse é un caluniador.
who ever that it=said.3SG is a  slanderer
“Whoever said it, is a slanderer’  (European Portuguese; Dunn 1930: 322)
b. Quienquiera que hubiese gritado, ...

whoever that have.3SG.IMP.SUBJ scream.PST.PRT

‘Whoever had screamed, ...~
c. Habia  decidido seguirla  adondequiera que fuese

had.1SG decided follow=her wherever that go.3SG.PST.SUB]J

‘T had decided to follow her wherever she went’ (Castilian Spanish)
d. Aniran a cercatlo onsevulla que s hagi  amagat

g0.3PL.FUT to look.for=him wherever that self=has  hidden

“They will look for him wherever he’s hidden’

(Catalan; Fabra 1969 apud Hirschbuhler and Rivero 1981: 608)

e Spuni el orice, nu-l ascult

say.SUBJ he  anything not=CL.ACC.3SG listen.IND.PRES.1SG

“Whatever he may say, I won't listen to him’ (Romanian; Dindelegan 2013: 31)

f.  Qualsiasi cosa tu  decida di fare,
whichever thing you decide.1SG.SUBJ.PRS to do.INF
tua madre deve essere informata.
your mother has. to be. INF informed

“Whatever you will decide to do, your mother has to be notified’
(standard Italian)

(12) a.Quiconque n’a pas de tempérament personnel n’a pas de talent.
whoever  nothas NEG some temperament personal  not has NEG some talent
“Whoever does not have personal temperament, does not have any talent’
(French)
b. Qualunque film io proponga, Paolo non ¢ mai soddisfatto.
whichever film  suggest.ISG.SUBJ.PRS Paolo not is never content
‘Whichever film I suggest, you are never happy’ (standard Italian)

Each series of whever pronouns in Romance varieties may not employ
the same morphological strategy (Table 1). Also, both historical sources of
the morpheme corresponding to ever may be available in the same language,
as in Italian ‘qualsiass’ (11f) and ‘qualungue’ (12¢).

¢In some examples, I omit the matrix clause for the sake of simplification, and I put a
comma and three dots at the end of the FR clause.
7 Romance languages also employ non-grammaticalized expression involving a gener-

ic noun (Haspelmath 1997: 6970, 25365). These expressions are put in brackets in Table 1.
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standard Castilian Catalan | Furopean | French |Romanian
Italian Spanish®’ Portuguese
who-ever chiunque | quienquiera/ |quisvulla/ |quem quiconque | oricine,
quienesquiera | quisvulga | quer [+subj] / | orisicine
(que) (qui que
[+obj])
whatever | qualunque qualsevol |qualquer |(quoiqui |orice,
/qualsiasi (que) (coisa) [+subj] / | orisice
cosa quoi que
[+obj])
when-ever | (in qualsiasi | cuandoquiera oricand,
momento) origicaAnd
wher-ever | (d)ovun- | dondequiera/ | onsevulla oriunde,
que (@)doquiera/ | (que) orisiunde
which-ever | qualunque | cualquiera/ | qualsevol | qualquer orice,
cualesquiera | (que) que (seja) orisice
how-ever ((in) comoquiera oricum,
qualunque/ | (cuantoquiera) orisicum
qualsiasi
modo)

Table 1. wh-ever pronouns in Romance free relatives

The empirical evidence also suggests that if ever is overtly realized though
a morpheme on the wh pronoun, the subjunctive is selected either obligato-
rily (Castilian Spanish, Catalan, standard Italian; see also Haspelmath and
Konig 1998: 609) or optionally along with the indicative (European Portu-
guese, French, Romanian) (see (13) and Table 2):

8 As also pointed out by one of the anonymous reviewers, the use of the FRs headed by
wh-ever elements in Castilian Spanish, with the exception of cualquier(a) ‘whoever’ NGLE
§20.4, §22.12), is more frequent in a formal register (NGLE §44.1z). In Castilian Spanish
the most common option of expressing FRs is the employment of plain FRs introduced by
wh pronouns with the selection of the subjunctive (over the indicative), therefore conveying
the indefinite and unconditional reading:

i.  Quien te haya dicho  eso miente
who  you=OB] has.SUBJ.3SG said.PPT this lies
“Whoever has told you this is lying’ (Castilian Spanish, NGLE §15.9j)

? In Spanish the same morphological formation of the other whever elements can be
observed for siquiera ‘at least, not even’ which, however, is not an element heading FRs
and functions as a negative adverb (NGLE §40.8f)) or a conjunction in if-clauses, also in
insubordinate if-clauses (NGLE 47.31), and in concessive subordinates (NGLE §47.16j).
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(13) a. Qualquer coisa quete irrita, nao te preocupes.
whichever thing  that you.OBJ bother3SG.IND not youOBJ=worry.2SG.SUBJ.PRS
“Whatever bothers you, do not worry” (European Portuguese)
b. Quiconque parlait de clemence, était un révolutionnaire
whoever  speak 3SG.IND.IMPF of mercy was.IMPF a rebel
“Whoever used to speak of mercy was a rebel’ (French)
c. (I rispunde oricirui coleg il intreaba
to.him answers whomever DAT.MSG colleague  to.him asks
‘He answers any colleague who asks him’ (Romanian; Dindelegan 2013: 156)

nonreduplication unconditional FRs
morpheme ever subjunctive

E. Portuguese + +/-
Castilian Spanish + +
Catalan + +

French + +/-
st. Italian + +
Romanian + -

Table 2. Unconditional free relatives and selection of subjunctive

2.2 Reduplication structures as an alternative

Some standard Romance varieties display reduplication structures alter-
natively to FRs introduced by wh-ever pronouns, whilst conveying identical
semantic entailments. In such structures the operator ever does not corre-
spond to a morpheme. The unconditional (or free-choice) reading is conveyed
through a peculiar construction formed by two adjacent phrasal elements,'
generally involving two identical verb forms (cf. Brazilian Portuguese, where
the two verbs can morphologically differ only for tense (14a), but not for per-
son and mood). One of the two clauses is headed by the wh pronoun and can
either precede or follow the other clause. Reduplication structures in standard
Romance varieties are not fully productive. If a variety shows both the redu-
plication strategy as well as the morphological pronoun formation to real-
ize unconditionals, the former is perceived as less formal, or even colloquial,
as in (15a) and (16b) versus (15b). Additionally, they are often pragmatically
marked and restricted to a formulaic context (16):

1 Nonspecific free relative clause in Haspelmath and Kénig (1998: 616).
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(14) a. Venha quem vier, eu vou embora
come.3SG.SUBJ.PRS who come.3SG.SUBJ.LFUT I go  away
“Whoever comes, I'm still leaving’

b. Seja quem for, eu vou embora
be.SUBJ.PRES who  be.SUBJ.FUT I go away
“Whoever itis, 'm still leaving’  (Brazialian Portuguese; Quer and Vicente 2009: 12)

(15) a. Se ponga laropa que se ponga, siempre estd elegante.
self= put.3SG.SUBJ the cloth that self=put  always is elegant
b. Cualquiera que sea la ropa que se ponga, ..

whichever that be.3SG.SUBJ the cloth that self= put.3SG.SUBJ
“Whichever clothess/hewears, sthe is always elegant’ (Castilian Spanish; NGLE:§47.16¢)

(16) a. Costi quel che costi,

cost.3SG.SBJ.PRS that. DEM that cost.3SG.SBJ.PRS
Paolo riuscird nel suo  intento.
Paolo succeed.3SGIND.FUT  in.the his  intention
‘However the price, Paolo will succeed in his plan’ (standard Italian)

b. Come la giri giri, la fritctata ¢ semprela stessa.
how  her=turn 2SGIND.PRS turn 2SG.IND.PRS the frittata is always the same
‘However you put it, it’s not going to change’ (standard Italian)

When realized through reduplication structures, the unconditional
FRs in standard Romance varieties generally involve a third person subject.
They also show a strict adjacency of the two verb complexes, not allowing
the intervention of subject or object full DPs or adverbs in between them."
Crucially, the mood is set on subjunctive which contributes to express the
specific modality of this type of FRs, which other than indifference or ig-
norance, i.e. two general entailments of unconditionals, also convey a con-
cessive stance.

3. Reduplication as the only strategy in Italian dialects

Central and southern Italian dialects as well as Sardinian witness an idi-
osyncrasy between form and meaning concerning unconditionals: namely,
FRs license the unconditional entailment and yet a specific form, such as
the wh-ever pronouns in Table 1, is largely or totally unavailable. In order
to express the unconditionals, these varieties avail themselves with the on-

" In other Italo-Romance varieties, e.g. among Apulian dialects, a conjunction ap-
pears between the two Vs (D’Onghia 2019).
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ly structural strategy of reduplication to realize ever FRs (Haspelmath and
Kéning 1998: 615; Gulli 2009; D’Onghia 2019), being the morphological

pronominal formation (almost) completely absent in their grammar (17).1%%

(17) a. Lua en en i freghi, en contenti d’esse giti.
where are.3PL are.3PL the kids  are.3PL happy  of be.INF gone. MPL
“Wherever the kids go, they’re always happy to be there’ (Sant'Egidio, Perugia)
b. Quiddok- ha ditwo ha ditto, nonmo no  ‘ncaraco chjl.
what  that has said has said, not me ofit care = more
“Whatever s/he said, I don’t care anymore’ (S. Maria del Cedro, Cosenza)

c. Ca quannu arrivi arrivi, mi truovi  pronto.
CA  when arrive.2SG  arrive.2SG me=find.2SG ready
‘No matter when you arrive, I'll be ready’ (Ragusa)
d. Anca andada andada Vito,
wherever goes goes Vito
cumbinada sempre guaiusu cun is atrus pipiusu
makes always troubles with the other.PL  kids

“Wherever Vito goes, he gets into troubles with the other kids’
(Campidanese; Sinnai, Cagliari)

In some of the varieties where the reduplication is the largely preferred
option, ever FRs may also be realized with w/ pronouns with ever morpheme,
i.e. freechoice indefinite pronouns (18), as an alternative to the reduplication
structure. The use of these pronouns in such varieties does not rule out the
reduplication of the verb complex (19):

12 The data collected refer to the central, upper southern and extreme southern Ital-
ian dialects spoken in the following localities, from north to south: Sant’Egidio (Perugia),
Neapolitan, Buonvicino (Cosenza), Orsomarso (Cosenza), Verbicaro (Cosenza), S(anta)
Maria del Cedro (Cosenza), Altomonte (Cosenza), Lecce, Carpignano S(alentino) (Lecce),
Squinzano (Lecce), Villa San Giovanni (Reggio Calabria), Ragusa. Further relevant data
were collected from the Sardinian Campidanese variety of Sinnai (Cagliari). All data have
been elicited through interviews to native speakers, unless otherwise stated.

3 To my knowledge at the date, the reduplication ever FRs are attested across Ita-
lo-Romance with a patchy geolinguistic distribution. For example, among the Salentino
dialects of the area immediately surrounding Lecce some varieties only build the ever FR
through reduplication structures (e.g. Carpignano S.), whereas some other do exhibit a
formulaic usage of them only, as in the dialect of Squinzano (as well as the variety of Lecce
itself), where the reduplication structure only co-occurs with the whever pronoun (addunca
‘wherever’; i) or has a formulaic state (ii):

i. Addunca vae vae lu Vitu, cumbina sempre  wal.
wherever goes goes the.MSG Vito makes always  troubles
“Wherever Vito goes, he always gets in trouble’

ii. Sia komu sia, contenta ca oOsce su binuta.

be35G.SUB] how  be3SG.SUB] be SGIND happyFSG tht today be ISGIND come PPTESG
‘No matter how it goes, I am happy that I came today’ (Squinzano, Lecce)
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(18) a. Adunca va Marija, pur Ritac  ha ddaji.
wherever goes Maria, also Rita there has to go
“Wherever Maria goes, Rita has to go too’ (S. Maria del Cedro, Cosenza)
b. Cunca patlava, u  privito durmiva.
whoever speak.3SG.IMPF the priest sleep.3SG.IMPF

‘No matter who was speaking, the priest kept sleeping’ (Buonvicino, Cosenza)

(19) a. Lu Petru, addhunca vae vae, litica cu laddhi  piccinni.
the. MSG Pietro wherever goes goes argues with the other kids
“Wherever Pietro goes, he always argues with the other kids’ (Carpignano S., Lecce)

b. Cunca  videso vidasa, no dicenns nento.
whomever see.2SG.IND see.2SG.IND NEG say.GER nothing
‘Whomever you see, do not say anything’ (Verbicaro, Cosenza)

In the relevant varieties, the reduplication structure corresponding to
unconditional FRs displays two strictly adjacent verb complexes (i.e. VP1
and VP2). The linear order is fixed in that the wh element always precedes
the first VP The rest of the elements of the clause, such as verb arguments
and modifiers (i.e. modal, temporal and spatial adverbs), follow the entire
reduplication structure (21). The unmarked linear order is provided in (20a)
and the specifics of the reduplication structure in (20b):

(20) a.

(DObj) (I0bj) (Subj) (Adv*) [ 1]

matrix clause **

[FR [Rcdup]ication]

b. Reduplication = [ wh-pronoun VP1 (and) VP2 ]

(21) a. Chéllo ca ri¢o ri¢o Mari rumana
what  that  says says Marja.SUB]  tomorrow
a Luca nun éa no mborto
to Luca not to.him of.it interests
“Whatever Maria says tomorrow, Luca is no longer interested in i’ (Neapolitan)
b. Quanno da da i libbroallo quatraro Maria, rocimillo

when  give.2SG give.2SG  the books to.the kids Maria tell=to.me=it
“Whenever Maria gives the books to the kids, let me know”  (Orsomarso, Cosenza)

If the subject if topicalized or focalized, it can be left-dislocated and pre-
ceding the whole FR clause:

(22) Lu Mariu, cu cue parla parla, no sape ce dice.
the.MSG Mario  with whom speaks speaks not knows what says
“With whomever Mario speaks, he never really knows what he’s saying’

(Carpignano S., Lecce)

'“'This is not the only possible word order for FRs in Romance languages. Another
type of FRs formed through reduplication that exhibits a distinct word order as well as
different modal properties is discussed in §5.
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The functional elements of the VD, i.e. the clitics and the auxiliary of
compound verb forms, can be silent in VP2. Therefore, only the lexical com-
ponent of VP2 must be spelled out. More specifically, if either the DO or
the IO or both are doubled through a clitic pronoun, the resulting structure
can be reduplicated entirely into VP2, i.e. inclusive of the clitics, or only the
lexical verb can:

(23) [ [,, wh [10c DOdI V], [1Oc) (DO cl) V], (DO) (I0) (Suby)] ...

VP2

(24) a. Quanne nu daj (nu) daj u libbranyj...
when  tous=it=give 2SGIND.PRS tous=i=give 2SGIND.PRS the MSGbooktous. ..
“Whenever you give us the book, ...~

b. Cu nhaa dato (dd’haa) dato u rogalo a  Franko, ...
who to.him=it=has given to.him=it=has given the present  to  Franco
“Whoever gave Franco the present, ...’ (Orsomarso, Cosenza)

As the morphology of (present) subjunctive is mostly unavailable in cen-
tral and southern Italian dialects, not surprisingly the two VPs of the uncon-
ditionals exhibit indicative mood.

3.1 Restructuring verbs

Complex clauses such as those with restructuring verbs represent no ex-
ception to the strategy of reduplication. In southern and central Italian dia-
lects a restructuring verb might take an infinitival or a finite complement
(Ledgeway 1998), depending on the internal syntactic variation of each vari-
ety. FRs with matrix verbs that take a canonical infinitival complement show
consistent patterns of reduplication across Italian dialects in that the func-
tional component of VP1 can be left unpronounced in VP2:

(25)a.A cu vo parla  (vo) parld,  a nuanon ns ‘nteressa.
to whom want.2SG talk INF want.2SG talk.INF to us not us=interests
“Whomever you want to talk to, we don’t care’
b.Quante  ddo vulits da’ (dda vulito) da’, ppomijava  bueno
how much to.him want.2PL give.INF to.him give.INF for me goes well
‘However much you want to give him, it will be fine with me’

(S. Maria del Cedro, Cosenza)

As for those dialects in which the restructuring verbs take MODO-

clauses, we can observe a similar reduplication structure:

(26) a. Chidhruchi  voi u mangiu voi u mangiu, mangiatillu
that which want to eat want to eat eat=yous=it
“Whatever you want to eat, eat it (southern Calabrese; Gulli 2009: 7)
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Ci  vole cu legga vole cu legga la lettera. ..
who wants CU read.3SG.SUBJ.PRS wants CU read.3SG.SUBJ.PRS the letter. ...
“Whoever wants to read the letter, ... (Carpignano S., Lecce)

This evidence proves further the phrasal nature of the reduplication structure.

3.2 Reduplications structures across Romance for unconditional FRs

In Romance the unconditional FRs are conveyed either through the lex-
icalization of the corresponding -ever morpheme, embedded in the wh ele-
ment, or through the reduplication of the VP. The same variety may display
both strategies which equally represent an unconditional FR. The systems
that avail themselves of subjunctive morphology employ it jointly with the
wh-ever pronoun. The concurrent selection of the subjunctive mood contrib-
utes to turn plain FRs (27a) into unconditionals (27b):

(27) a. Giudichera uesto €sposto chi conosce quella legge.
q p q &g
judge.3SG.FUT this.MSG petition who knows that. FSG law
“Who knows that law will judge this petition’

b. Giudichera questo  esposto chiunque conosca quella  legge.
judge.3SG.FUT this.MSG petition whoever know.3SG.SUBJ that FSG law
“Whoever knows that law will judge this petition’ (standard Italian)

nonreduplication reduplication unconditional FRs

unconditional FRs

lexicalised SUBJ {VP, -Wh-VP} | {Wh-VP - | SUBJ
ever VP}

E. Portuguese + +/- ? - ?
Castilian Spanish + + + - +
Catalan + + + - +
French + +/- + - +/-
st. Italian + + + - ¥
Romanian + + - - 0
Italian dialects - 0 - + -
Type 1
Ttalian dialects - 0 + + +
Type 2
Sardinian - 0 - + _
(Campidanese)

Table 3. Forms of unconditional FRs series across Romance

It emerges that across Romance the reduplication structure whereby
the wh element precedes both VP1 and VP2 is exclusively attested in Ital-
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ian dialects (Type 1 in Table 3) and in Sardinian. Crucially, the availability
of Type 1 correlates with the lack of both morphological formation for the
ever operator and the impossibility of the consequent selection of subjunc-
tive morphology. Italo-Romance also displays the structure in which the wh
element precedes the VP2 (Type 2 in Table 3):

(28) a. Pensino quel  che pensino, per me Paolo ¢ innocente.
think.3PL.SUBJ what that think.3PL.SUB] for me Paolo is innocent
‘No matter what they think, Paolo is innocent for me’ (standard Italian)
b. Racisso chéllo ca racisso, non ¢ sta chjli tiombe pscagna
say.3SG.SUBJ what that say.35G.SUB]J not there=stay more time forchange.INF
‘No matter what s/he says, there is no more time to change’ (Neapolitan)
. Vinissa quanns vinissa, nuasimo  qua.

come.PRS.SUBJ.3SG when  come.PRS.SUBJ.3SG we be.1PL here

‘No matter when s/he arrives, we'll be here’ (S. Maria del Cedro, Cosenza)

In Type 2 reduplicated unconditionals the subjunctive must be selected.
More specifically, standard Italian employs present subjunctive (28a), whereas
Italian dialects use the imperfective subjunctive morphology that is often the
only relic form of subjunctive attested in those systems (28b,c).

Given this structure, we can conclude that the lack of the lexicalization
of the ever morpheme does not necessarily correlate with the absence of sub-
junctive. Crucially, it does correlate with a reduplication structure. In oth-
er words, if in Romance ever is not lexicalized, the unconditional semantic
entailment of FRs has to be obtained through a reduplication strategy, that
can give rise to two distinct structures: (a) Type 1, i.e. the one in which the
wh element precedes both VP1 and VP2 and the indicative is selected (29a)
and (b) Type 2, i.e. the one in which the wh element precedes VP2 and the
subjunctive is selected for both VP1 and VP2 (29b).

(29) a. Typel=[,whVP1l . VP2 1]

wh VP2 ]

subjv

b. Type2=[, VP

subjv

Both structures may be found in the same Italo-Romance variety (30 a-d),
whereas all other Romance varieties of our sample only allow Type 2 (30 e,f):

(30) a. Chéllo ca rico rica, ...

that. DEM that. REL  says says
(Type 1, Neapolitan)

b. Rodissa chélls ca radissa, ...
say.3SG.SUBJ  that. DEM that.REL say.35G.SUB]
‘No matter what s/he says, ...
(Type 2, Neapolitan)

c¢. Quanns vena vena, ...
when comes comes (Type 1, S. Maria del Cedro)
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d. Vaenissa quanno vonissa, ...

come. 3SG.PRS.SUB]J when come.3SG.PRS.SUB]J

‘No matter when s/he arrives, ... (Type 2, S. Maria del Cedro)
e. *La ropa que se ponga se ponga, ...

the.FSG cloth.FSG that.REL self=put.3SG.SUB]J self=put.3SG.SUB]
(Type 1, Castilian Spanish)

f.  Se ponga la ropa que se  ponga, ...
self=put.3SG.SUB]J the.FSG cloth.FSG that.REL self=put.3SG.SUB]J
‘Which ever piece of cloth s'he wears, ... (Type 2, Castilian Spanish)

It is the case that Type 2 is less frequent among central and southern
Italian dialects, some systems allowing both structures whereas other systems
ruling out Type 2. A typological implication emerges from this picture: if an
Italian dialect displays only one type of reduplication strategy to structurally
realize unconditionals, this is Type 1.

(31) Type 1 > Type 2

Therefore, wherever Type 2 is attested, Type 1 is arguably very likely to
be found too.

In what follows I will show that these two types of reduplication structure
are sensibly different in their morphosyntactic nature. Yet, structural correla-
tions exist between the two, on the basis of which a possible unifying theoreti-
cal account can be proposed.

4. Free-choice pronouns and unconditional FRs

In this section I will establish a semantic and structural connection between
free-choice pronouns and unconditional FRs in Romance. More specifically, I will
show that the reduplication structure of the unconditional FRs exhibited in the
Italo-Romance varieties of our sample reflects the template of the formation of the
free-choice pronouns, that are built through the reduplication of the verb ‘to be’.

4.1 Freechoice pronouns and the role of reduplication

In Romance the head of unconditional relative clauses (32 a-d) may al-
so function as freechoice determiner (32b) or freechoice indefinite pronoun
(32¢) as well as an adverbial element (32e):

(32)a.  Cualquiera que piense ecoldgicamente,
whoever that REL think.35G.SUBJ ecologically
es bienvenido en nuestra organizacién
is welcome in our organization

“Whoever thinks in an ecologic way is welcome in our organization’
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b.  Por favor, consulte cualquier libro sobre Picasso.
for favor consult2SGIMP  any book on Picasso
‘Please, consult any book about Picasso’

c. Cualquiera puede jugar acd.
anybody can.3SG.IND play.INF  here
‘Anybody can play here’ (Castilian Spanish)

d. Ovunque tu stia pensando  di andare, fermati!

wherever you stay.2SG.SUB]J think.GER of go.INF stop.IMP=you
‘Wherever you're thinking of going, stop here!’

e. Questa voce si spargera ovunque.
this.FSG voice self=spread.INF anywhere
“This rumor will spread anywhere’ (standard Italian)

Not surprisingly, most central and southern Italian dialects lack the
morphological formation of ever morpheme in the wh-ever pronominal and
adverbial items as well. These varieties resort to a reduplication strategy in-
volving the verb ‘to be’ (33), as in the examples in (34):

(33) [,,whV,_V, ..]

(34) a. Do pigghja qualo Iwibbra & je

can.2SG take INF which book is s
“You can choose any book’ (Orsomarso, Cosenza)

b. A Marija da-dds qualo libbra  su su.
to Maria give IMP=to.her which book  are3PLa re3PL
‘Give Maria whichever books’ (S. Maria del Cedro, Cosenza)

c.  Spanna i scirpa adduve e e
spread the clothes where is s
‘Hang the clothes anywhere (you want)’ (Verbicaro, Cosenza)

A semantic observation of this type of construction suggests that the verb
‘to be’ is used to process a predication over the existence of an individual. In
(34a) the XP gualo lwibbra jé jé ‘any book’ is arguably the result of an un-
conditional predication on the identity” of the exiting individual (X=b00k)
that the subject can freely choose (35a). The book that the subject can choose
is any book that exists (35 b,c):

(35) a.  (You can take) which X is(=identity) any/every X that is(=existence)
b. operator = Q-ever(y)

15 This pre-theoretical account of the predication on the identity clearly correlates with
the property of (non)identifiability of discourse referents that characterizes some other pro-
nouns that fall into the category of indefinites. With free-choice pronouns what is relevant
is exactly the nonidentifiability of the referent as the individual’s identity can be left freely
interpretable (see Gianollo 2018:135 for an overview).
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Given the unconditionality of the identification of the individual X
over all individuals that exist, the specific identification does not matter.
This leads to the unconditionality of the relative (or free-choice meaning).
Arguably, the structure in (35a) can be analysed on the basis of the semantic
entailments of unconditional relative clause. More specifically, the first part
of the structure, i.e. [which X is(=identity)], functions as a protasis that de-
notes sets of disjoint alternatives with a variable pair of {world,individual}. In
order words, the very identity of the individual X, i.e. the variable, receives
a different value in each context domain. The second part of the structure,
i.e. [X that is(=existence)], works as an apodosis which predicates over the
very existence of the individuals. This semantic assessment confirms the un-
conditionality entailment of wh-ever pronouns: the value of the identity is
assigned to its variable within a single world and checked in each disjoint
alternatives that represent the given context domain. Based on these obser-
vations, we can assume that the structural origin of free-choice indefinite
pronouns'® is a (bi)clause-like structure involving a copula (36) and a verb
of existence, respectively:

(36) [ Xis [ X (that) exists ] ]

We can assume a structure where the specifier is the referential argument
and the complement the predicative argument. The copula can be merged in

a VP above PredP ((37a). See Mikkelsen 2005:167). Compare (36) with (37):

]

Pred”

(37) a. [, XP,, (corura) [, , PredXP

b. [, wh (Q-ever) [, N [}, corura [, . (Qever)N (that) exiszs ]

In the relevant Italian dialects of our sample, the structure in (37b) is
now fully grammaticalized into a pronoun. As a result of the desemantiza-
tion process, the semantic entailments are not trasparent. Also, the pronouns
do not allow verb agreement with other persons, tenses or moods:

(38) a. *Jamo cu simo simo
goes who are.1PL are.1PL
b.Va cu je je (i  nua)
goes who is is of us
‘Anybody of us is going’ (S. Maria del Cedro, Cosenza)

'® T henceforth use ‘(free-choice) pronouns’ as a comprehensive term for grammatical/
functional element that therefore also includes ‘(free-choice) determiners.’
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To summarize, central and southern Italian dialects resort to a redu-
plication strategy to realize free-choice indefinite pronouns. The resulting
structure involves the reduplication of the verb ‘to be’, which is semantically
motivated by the predication on the existence of an individual whose iden-
tification is not relevant as she/he/it is equal to any existing individual in all
possible words. This interpretation matches the semantic nature of the Q-
ever(y) operator as it endows the free-choice pronouns with properties typi-
cally associated with (quasi)-universal quantifiers.

Syntactically, the reduplication configuration (35a) is built on a clause-
type structure (36, 37) in which the first XP is a copular structure that es-
tablishes the equivalence of the entity X with the individual predicated in
the second XP (and whose identity is not to be determined).

In the following session, I will show that the structural properties of the
free-choice indefinite pronouns in the Italian dialects of our sample provide
the template for the wh-ever pronouns and the whole reduplicated configu-
ration of the FRs to be built.

4.2 The structure of reduplicated unconditional FRs

In analyzing the structure of the unconditional FRs of the type dis-
cussed in §3 and §3.1 (and exemplified here in (39)), some specific syntactic
properties have to be considered. One of these is the position of the subject,
which linearly occurs clause-finally (the object is always postverbal, follow-
ing namely both verbs of the reduplication structure):”

(39) Qualo libbrs ha pigghiato ha pigghiate Marija, ...

which  book has taken has taken = Maria

“Whichever book Maria has taken, ... (Buonvicino, Cosenza)
40) [, wh[,, VI [, V] DO Subj]

The resulting unmarked word order is VOS, a linear positioning that re-
veals the placement of the reduplicated VP in the structure.” I assume that,
before the VP undergoes reduplication, the subject moves to the lower left pe-
riphery, i.e. to [Spec,TopP] (41a). This operation is motivated by the semantic

7 Subject, as well as the object, if focalized or topicalized, can be also further extra-
posed to a higher position in the left periphery (see example (22)).

'8 Several ways of analyzing the derivation of VOS order in Romance have been pro-
posed which can be reconducted to two main views: one in which the subject stays in its
base-position (Gallego 2013) whereas the object shifts to the higher specified of vP (Or-
dénez 2000); another whereby the resulting structure is given by a VP-fronting (Cecchetto
1999; Belletti 2001, 2004). In my analysis, I adopt a version of the VP-fronting analysis.
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of the discourse structure. The subject of the clause as well as the clause itself
convey some old/given/known information by the discourse participants: (39)
is the comment or the response of the speaker to a possible known situation
in which Maria has taken some book. The VP is fronted to the same lower
portion of the left periphery and raised to a higher-up topic position (41b).
Finally, the structure of the specific FR in (39) is given by the wh extraction
of the object and its placement in the outer specifier of TopP (41c¢).

@n a. [, [TOPI, subject [Top, Top [, subject verb object] ] |
b. [, [TOPP [, verb object] [TOP, Top [TOPP subject [Top, Top [, ]
¢ o [TOPP object [Top, verb object [TOPP subject [TOP, Top [, ]

Still, the resulting CP in (41c) does not yet reflect the structure of the
unconditional FRs. Namely, it corresponds to a plain FR, i.e. an embedded
non-interrogative wh-clause, of the type in (42):

42) U pruvessurovo  [u libbro/quidde ca  ha  pigghiate  Marija]
the professor wants the book what ~ that has taken Maria
“The professor what the book that/what Maria has taken”  (Buonvicino, Cosenza)

What is missing in (41c) is the Q-ever(y) operator (or COND in (5)) that
modifies completely the semantic stance of the sentence. I assume that in an
unconditional FR like (39), the operator has scope on the object before it is
extracted and moved to the left periphery of the clause (43a). The operator
lends unconditionality to the direct object DP. In the Italo-Romance varie-
ties of our sample, this results in a free-choice indefinite pronoun (§4.1) that
is ultimately analysed as the grammaticalization of a biclause-type structure
(36)-(37), which is to be assumed to have modified the object DP (43b) of
the unconditional clause before the grammaticalization process is completed.
As there is no evidence that the PredP (43a) exhibits a complex structure in
correspondence of the object DP, I assume that PredP only hosts an empty
XP. In extracting the object and fronting it to the left periphery of the clause,
the PredP is moved along the DP as Q-ever(y) must be structurally realized,
given the fact that it never lexicalizes into a morpheme (43c)."” The structural

! My analysis does not hinge upon adopting one of the two competing views regard-
ing the position of the wh-phrase: one view, i.e. the Comp Account (Groos and van Riems-
dijk 1981; Grosu 1996, a.0.) assumes that the the wh-phrase is in [Spec, CP] and the head is
occupied by an empty pronominal element, whereas the other view, i.e. the Head Account
(Bresnan and Grimshaw 1978; Larson 1987; latridou ez /. 2001, a.o0.) the wh-phrase is in
the head position and the [Spec, CP] is either non-projected or empty.
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realization of the Q-ever(y) operator occurs through filling up the empty XP
position that the fronted DP brings along.

43) al, [TopP subject [Top, Top [, subject verb (Q—ez/er)NObj] 11
b. [, [TOPP subject [Top, Top [, subject verb NObj [preap XP [y (Q-even)N fthat)exists ]]]]
¢ [CP [Topl’ [VP Verb [Dl’obj N [PredP Q—WWXP] [Topl’ SubjeCt [Top’ TOP [VF]

Arguably, the structural realization of the Qever(y) operator occurs through
filling up the empty XP position that the fronted DP brings along. The VP is
then moved to that position. The copy left lower is not erased or erased partially
(44a), i.e. its functional elements may be left unuttered (44b).>**!

44) a. [, [TopP whN [, ., verb] [Topp’ verb {%-PHM-QWDW} [Topl’ subject .. ]...

b.  Qualolibbro ha pigghiato (ha) pigghiato Marija, i’ non sings cuntento.
which book has taken  hastaken = Maria I not am happy
“Whichever book Maria takes, I am not happy’ (Buonvicino, Cosenza)

This structural account of the reduplication builds on the assumption
that the movement of an item leaves a copy behind, to be eventually delet-
ed (Chomsky 1995). In the case of the unconditional FRs, the copy left be-
hind is identical to the original element and cannot be deleted as a whole,
as the Q-ever(y) operator has to be structurally yielded in order for the rela-
tive clause to be interpreted as an unconditional. The two reduplicated verb
complexes stand in specific relationship (both semantically and syntactically),
determined by the very connective element that relates them, i.e. the sematic
operator Q-ever(y) at work.*

It is crucial to point out that the resulting structure is reminiscent of
the (bi)clausal structure assumed for the free-choice indefinite pronouns. In

2 For a different hypothesis of the structural reduplication derivation see Gulli (2009: 36).

' In the spirit of the Distributed Morphology framework (Halle and Marantz 1993),
once can say that in Italo-Romance varieties the Quasi-Universal feature of Q-ever(y) has a pre-
cise positive instruction to PF, i.e. to pronounce what would normally remain silent. Deletion
(or failure of (late) lexical insertion) is cheaper than non-deletion. Yet, nondeletion overrides
deletion just in case a feature has special instruction. In Italian dialects this special instruction
is obligatory for the derivation not to crash and, rather, results in unconditional FRs.

22 Following Koopman (1984, 2000), one can argue that, of the two VPs, just one is
selected from the numeration and it is reduplicated derivationally, via syntactic movement
(contra Nunes 1995 according to whom cases of reduplication require selecting the same
term twice from the lexicon in order for the two terms to form a chain).
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some varieties, the reduplicated verbs are joint by a connector (mostly ‘and’;
D’Onghia 2019), a clue into an ongoing grammaticalization process.

5. The role of mood in the reduplication structure

The type of unconditional FR analyzed in §4.2 is the most widespread
among central and southern Italian dialects (Type 1; 45a). The lack of the
morphological formation for the morpheme ever correlates with the lack of
present subjunctive morphology. Yet, another type is given (Type 2; 45b),
where the whelement precedes the VP2. See examples of Type 2 in (46).

@45) a. Typel=[wh-VP1 VP2

indic indic ]

b. Type2=[VP1, whVP2 ]

(46) a. Racissa chélla ca racisso, un  é&vero.
say.3SG.SUBJ.IMPF that. DEM that REL say.3SG.SUBJ.IMPF not is true
‘No matter what s/he says, it is not true’ (Neapolitan)
b. Vinissa quanno vinissa, nua sime qua.

come.3SG.SUBJ.IMPF when come.3SG.SUBJ.IMPF we  are here
‘No matter when s/he arrives, we’ll be here’ (S. Maria del Cedro)

Italian dialects display the only subjunctive morphology available, i.e.
imperfective subjunctive. The derivation of Type 2 unconditional FRs (46)
differs from the derivation of Type 1 unconditionals as the verb moves to an
IP field (47b) where can get subjunctive morphology that corresponds to the
concessive stance expressed by Type 2 unconditionals:*

@7) a. [, [TDPP subject [Top, Top [, subject verb NObj [pop XP [, XP1I]

b. [CP [Topl’ SubjeCt p’ TOP [ (Ca—rcalis) [H’ verb[+s\lbj/—1‘calis] [VP Sﬂ'b]‘m obj

[To FinP

PredP e

Once the verb expresses overtly the irrealis feature of the concessive
modality, it moves further upwards to a higher-up Topic position (48a). At
this point the derivation of Type 2 unconditionals overlaps with the deri-
vation of Type 1, in that the object becomes the wh element and occupies
a Topic position. It carries the PredP=XP requested by the Qever(y) which

 In these varieties, plain concessive clauses may be introduced by a matrix comple-
mentizer (usually CA; see Colasanti and Silvestri 2019 on other types of matrix complemen-
tizers in Italo-Romance):
i. (Ca)si mintiosso quala cravatta vo
CA self=put.3SG.SUBJ.PST which.E.SG tie wants

‘S/He may wear whichever tie s/he wants’ (Verbicaro, Cosenza).
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is filled up by the verb when it is copied there and its copy left behind is
not erased (48b).

(48) a. [CP [TopP [VPVCrb[+subj/-realis] [DPobj N [Predl’ Q‘foVXP] [TopP SubjCCt [Top’ TOP [V-P]
b' [CP [TopP YVh—Nob' [PredP Verb[+subj/»realis] ] [TopP'Verb[+subj/»realis] {BPcrbj [Pred-P z. i
- subject ]J ..

Still, the concessive stance is not yet integrated in the structure of the
unconditional FR. In order to obtain the concessive pragmaticsemantic en-
tailment, the verb moves further upwards into the Force layer, i.e. the head
of the CP that expresses illocutionary force (Rizzi 1997):

49) [ep Lroeer verb[ﬂubj/frcalis] [TopP Wh’Nobj B verb [TopP’Verb[wubj/frcalis] fwub,_N
e Q7 [Topp subject ...]...

At the end of this operation the closer copy of the verb can be erased as
the structural realization of Q-ever(y) was successful.

To sum up, the lack of lexicalization, i.e. the ultimate utterance act or
spellout, of Q-ever(y) operator, i.e. an element which is extremely relevant
semantically, is the counterpart of the peculiar syntactic structure assessed
here.?* The reduplication is a very rudimentary way to realize semantically
relevant elements at the phonetic level (see also Silvestri in prep.).

6. Conclusions

The evidence analyzed in this paper proves that unconditional free rela-
tives across central and southern Italian dialects are built through a redupli-
cation configuration. This strategy, which is the only structural option for
the Italian dialects discussed here to express unconditionals, is characterized
by the lack of the lexicalization of the ever morpheme. I proposed a seman-
tically motivated structural account, whereby the reduplication structure of
unconditional free relatives takes on the reduplication structure at the origin
of the free-choice pronouns. The latter offers a template to the system, on
which the unconditional relative clauses are ultimately built. Also, uncondi-
tionals do not exhibit subjunctive mood in the most common reduplication
structure available.

Yet, Romance varieties, including some Italian dialects, may also dis-
play a different reduplication strategy that does involve subjunctive mood.

24 Cf. the ‘Principle of Semantic Relevance’ by Ross (1972: 106): “Where syntactic
evidence supports the postulation of elements in underlying structure which are not pho-
netically manifested, such elements tend to be relevant semantically.”
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Building on the interpretation of different roles of subjunctive, I proposed
a unifying account for these two types of reduplication structures. More
specifically, I argue that the subjunctive mood is selected in unconditionals
to express the modality value over the quantificational force of the Quasi-
Universal feature of Q-ever(y) operator. This mood selection is not available
in most Italo-Romance varieties which resort to a structural reduplication
of the VP to convey the same semantic entailment, i.e. unconditionality (or
free-choice). Still, subjunctive mood occurs in the less frequent reduplica-
tion structure attested in Italo-Romance where conveys a different stance,
i.e. the concessive force.

From a typological point of view, I showed that the reduplication strategy
is not that rare for unconditional free relatives (cf. Citko 2004: 119; Kandy-
bowicz 2008), given the number of ItaloRomance varieties showing it (pace
Haspelmath and Kénig 1998: 615).

Finally, I envisage that the analysis I put forward here can serve as a solid
starting point for the assessment of another type of syntactic reduplication,
i.e. the nominal reduplication within DPs, largely attested in Italo-Romance
(Silvestri in prep.) and beyond, and triggered by similar semantic entailments
to the ones holding for unconditional free relatives.
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Abstract:

The article examines three Biblical Hebrew Lexemes. It exerts the
method of semantic and structural analysis based on Eugenio Co-
seriu postulates. First it defines and explains the method used, then
it realizes a distributional analysis and a classematic analysis of each
lexeme. The second and the third phase proceed according to the
functional language with the direct examination of each single oc-
currence. In the end it summarizes the achieved results. The struc-
tural analysis applied to the study of this three lexemes has allowed
to develop some theories about the concept of kingship in the Bi-

blical Hebrew and its development through functional languages.
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1. Introduction

This essay concerns the semantic analysis of the three Lexemes ‘atara,
keter and nezer adopted for the word ‘crown’ in the Biblical Hebrew. The
analysis follows Eugenio Coseriu’s method, based on semantic and structu-
ral analysis (Coseriu 1971).!

For this semantic research, there should be used linguistic structure
that would be unitary from the geographic, chronological, social and styli-
stic point of view. The functional language is syntopic, synchronic, synstra-
tic and synphasic and it is the ideal method to conduct this kind of research.

! This methodology is applied at the University of Florence, chair of Hebrew lan-
guage and literature under the guidance of the professor Ida Zatelli and is inspired by the
principles of semantic and structural analysis of Eugenio Coseriu.
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As Ida Zatelli said (2004: 134), “the subdivision through functional lan-
guages is already a first interpretative phase, giving us, in fact, a chronological
and synchronic grid that permits organizing and identifying significant data
that otherwise would be lost and scattered without criteria”.

The basic problem is connected to the biblical language as a whole: it
covers a long period of time (one thousand years) and it maintains a unitary
nature (Zatelli 1978: 11). It is not possible to note substantial dialectal and
geographical distinctions in Biblical Hebrew” and as we have little informa-
tion regarding social and cultural difference (synstratic unit).

The functional languages adopted for this research are those identified
by Ida Zatelli in 7he Study of Ancient Hebrew Lexicon. Application of the con-
cepts of lexical freld and functional language (2004: 129-159).°

For the first step of my research I've distributed every lexeme into fun-
ctional languages. This distributional analysis comes with morphological,
syntagmatic and syntactic analysis for every functional language. Lastly, I've
conducted a classematic analysis for each lexeme. Since there aren’t lexeme
for comparison, it was not possible to make a paradigmatic analysis.

2. Distributional Analysis of the Lexemes

2.1 ATARA: distributional analysis

The noun occurs in Biblical Hebrew 23 times, of which 3 times in the
plural (Zc 6, 11; 6, 14; Jb 31, 36).
2 Samuel (1), Isaiah (4), Jeremiah (1), Zechariah (2), Psalms (1), Proverbs
(5), Lamentations (1), Ezekiel (3), Esther (1), 1 Chronicles (1), Song of Sa-
lomon (1), Job (2)
It occurs in the following Functional Languages: EBH 1, EBH 2, EBH 4,
LBH 1, LBH 2, and LBH 3

2 Judg 12, 6 is an exception

PRI 23 R 91-1K W2a%N 1R 0270, 1R 27 7730 27, 1RO T XN, 1W00INY 89-nya0in
7773 1992 2¥0 TR, 28910, X120 W1 0, 897 ‘then said they unto him: ‘Say now Shib-
boleth’; and he said ‘Sibboleth’; for he could not frame to pronounce it right; then they laid
hold on him, and slew him at the fords of the Jordan; and there fell at that time of ‘efrayim
forty-two thousand’.

3 Ida Zatelli identifies the following functional languages: ABH (Archaic Biblical
Hebrew), EBH 1(Early Biblical Hebrew, Historical-Narrative Language), EBH 2 (Early
Biblical Hebrew, Poetical Language), EBH 3 (Early Biblical Hebrew, Language of Hosea),
EBH 4 (Early Biblical Hebrew, Juridical-Cultic Language), LBH 1 (Late Biblical Hebrew,
Historical-Narrative Language), LBH 2 (Late Biblical Hebrew, Poetical Language), LBH 3
(Late Biblical Hebrew, Language of Job).
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2.1.1 EBH 1

The Lexeme occurs only 1 time: 2 Sam 12, 30
‘atard is nomen regens of the noun:
— 79202 Sam 12, 30
‘atard is object of the verb:
— P11 0/12Sam 12,30
Prepositional Phrase:
‘atara holds the preposition 232
— Y9 IRWI 2 Sam 12, 30

2.1.2 EBH 2

The Lexeme occurs 14 times: Is 28, 1; 28, 3; 28, 5; 62, 3; Jr 13, 18; Zc
6, 11; 6, 14; Ps 21, 4; Prv 4, 9; 12, 4; 14, 24; 16, 31; 17, 6; Lm 5, 16
‘atard is nomen regens of the noun:
— ANINIs28,1;28,3
— w1528, 1528, 3
_ ¥ 1528,5
—  POXIN Is 62, 3; Jr 13, 18 (with sufhx); Prv 4, 9; 16, 31
— 9TPs2l,4
— 2AWAPrv 12,4
—  omn Prv 14, 24
— IpPraPrv17,6
— YN Lm 5, 16
‘atar is subject of the verb:
— 0 nigtalls 28, 3
— M0/ r 13, 18
— TR0/ Zcb6, 14
— 1D%0/1Lm5, 16
‘atar is object of the verb:
— YWA 0/ Zc6, 11
— WNO0/1Ps2l, 4
— NN gittel Prv 4,9
Nominal sentences:
(1) Prv12,4
Wn % yyn ayen
St-hyl ‘tre b lh-
‘a worthy wife is a crown for her husband’
(2) Prv 14, 24
blophavielagalioivalal
tre hkmym Srm
‘the crown of the sage is their riches’
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(3) Prv 16,31
YUIN N2XN 37
tre tp ‘rtbsybh
‘a hoary head is a crown of glory’
(4) Prv17,6
YUIN [p70 37 270
trt zgnym bny
‘a crown of the old man are sons’ sons’
Prepositional Phrase:
‘atara is governed by 2:
- n0/11s28,5
‘atard is in parallelism with the following lexemes:
- Vsys
(5) Is28,1
tre g wt Skry “efraym wsys nbl sby tp riw
‘proud crown of the drunkards of "efrayim and flower drooped its
splendid beauty’
—  7X9M\N Ispyrt
6) I1s28,5
"7 1) $2XIN 29070 $2 YO0 N9Na A
yhyh Yhwh sb wt sbyw Ispyrt tp b
“The Lord will be a splendid crown and a beautiful diadem’
~ Psmp
(7) Is62,3
1770 YYD NOXIN I IR R 22978770
whyyt ‘rt tp 1t byd-Yhwh wsnyp mliwkh bkp-"lhyk
‘and you will be a crown of splendor in the hand of the Lord and
a royal turban® in the hand of your God’
— PN lwyr
(8) Prv4,9
AM 2IRWT 21077 Y9N DININ A3y
ttn lr’sk lwyt-hn ‘tret tp’rt tmgnk
‘she will set on your head a crown of grace and she will present
you a garland of splendor’
— nown e
9) Prv17,6
SPI TPID 332 378 MORIN 370 KN

* The Lexeme snyp is translated as ‘turban’ also in the other occurrences in which

appear (Zc 3, 5; Jb 29, 14).
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1rt zgnym bny bnym wip’rt bnym "bwtm
‘Grandchild are the crown of the elders, and the glory of sons are
their fathers’

2.1.3EBH 4

The Lexeme occurs 3 times, of which 1 determinate by an article: Ezk
16, 12; 21, 31; 23, 42
‘atara is nomen regens of the noun:

—  ROX7N Bzk 16, 12; 23, 42
"atard compare come oggetto del verbo:

— 1Ny 0/1 Ezk 16, 12; 23, 42
— D higril Ezk 21, 31
Prepositional Phrase:
‘atard holds the preposition 2:
—  IRYY Ezk 16, 12
‘atara holds the preposition[y%:
—  YOTINYPTY Ezk 23, 42
‘atara is in parallelism with the following lexeme:
—  DXI9N hmsnpt
(10) Ezk 21, 31
hsyr hmsnpt whrym bh'trh z't
‘take off the turban and lift up the crown’
Coordinate structure:
(11) Ezk 16, 12
18AT 310 ¥2R2T1YXPD YIORIIT 1PN DO¥N FINYA
w'tn nzm ‘I-'pk w'gylym “I-znyk w'trt tp’re br'sk
‘I put a ring in your nose, earrings on your ears, and a beautiful
crown upon your head’
(12) Ezk 23, 42
1NN X070 ¥OTTTT 1PN NININ YTINYA
wytnw smydym [-ydybn w'trt t pre “l-r’Syhn
‘they put bracelets on their wrists and beautiful crowns on their

heads’

2.14LBH 1

The Lexeme occurs twice: Est 8, 15; 1 Chr 20, 2
‘atard occurs with the adjective:
— 3719 Est 8, 15
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‘atard is nomen regens of the noun:
—  I72Est8, 15
- n202Cr20,2
‘atard is object of the verb:
—  5om0/12 Chr 20,2
Coordinate structure:
(13) Es 8, 15
2720 723N D20 1 1JYIN 173 37T 10T B WA
blbws mikwt thlt whwr w'trt zhb gdwlh wikrk bws w'rgmn
‘with a royal garment purple and white, with a large gold crown
and a purple robe of fine linen’

2.15LBH?2

The Lexeme occurs only 1 time: Ct 3, 11
Prepositional Phrase:
‘atard is governed by 2:

- ayom

2.1.6 LBH 3

The Lexeme occurs twice: Jb 19, 9; 31, 36
‘atard is nomen regens of the noun:
— WY*Jb 19,9
‘atard is object of the verb:
— OM higrilJb 19,9
—  V170/1]b 31,36
‘atard is in parallelism with the following lexeme:
— 2237 kbwd
(14) b 19,9
2217 RY? 7TPL 1207 YY1 WY
kbwdy m'ly hpsyt wysr ‘tre r’swy
‘He has stripped me of my honor and removed the crown from
my head’

2.2 KETER: Distributional Analysis

The Lexeme occurs 3 times in Biblical Hebrew (Est 1, 11; 2, 17; 6, 8).
Esther (3)

It occurs only in the following Functional Language: LBH 1
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2.2.1LBH I

Keter is nomen regens of the noun:
— nINEstl, 11;2,17;6, 8
Keter is subject of the verb:
— 1IN nigtal Est 6, 8
Keter is object of the verb:
— ©20/1 Est2,17
Prepositional Phrase:
Keter is governed by 3:
—  Noverb: Est 1, 11

2.3 NEZER: distributional analysis

The Lexeme occurs 25 times in Biblical Hebrew and it is possible to di-
stinguish two meanings: the first one is connected to ‘Nazirite’ ( 14 occur-
rences in total: Nu 6, 4; 6, 5; 6, 7; 6, 8; 6, 9; 6, 12 (x2); 6, 13; 6, 18(x2); 6,
19; 6, 21(x2); Jr 7, 29), the second one is connected to a ‘crown’ (11 times in
total). Obviously, for this article, I will consider only occurrences with the
meaning of ‘crown’.

Exodus (2), Levitic (2), 2 Samuel (1), 2 King (1), Zechariah (1), Psalms (2),
Proverbs (1), 2 Chronicles (1)

It occurs in the following Functional Languages: EBH 1, EBH 2, EBH 4
and LBH 1

2.3.1 EBH 1

The Lexeme occurs 3 times, of which 1 determinate by an article: Ex
39, 30; 2 Sam 1, 10; 2 Kings 11, 12

Nezer is nomen regens of the noun:
—  OPTVY Ex 39, 30
Nezer is nomen rectum of the noun:

—  ¥7 Ex 39,30
Nezer is object of the verb:

— 1IN 0/1 2 Kings 11, 12
— 9P 0/12Sm 1,10
Prepositional Phrase:
Nezer holds the preposition ¥%:
— Y12 Kings 11, 12
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Coordinate structure:
(15) 2 Kings 11, 12
N7 18077970
t-hngr w't-h dwt
‘the crown and the insigna”
Nezer is in parallelism with the following lexeme:
- INY¥YIT w s'dh
(16) 2 Sam 1, 10
IRPTI I KW YOTIRWTIREYTT XY VoY
w'qh hnzr S ‘l-risw ws'dh v “l-zr'w
‘And I took the crown that was on his head and the band on his arm’

2.3.2EBH 2
The Lexeme occurs 4 times: Zc 9, 16; Ps 89, 40; 132, 18; Prv 27, 24

Nezer is nomen rectum of the noun:
— X Zc9, 16
Nezer occurs with pronominal suffix twice:
— 1N Ps 89, 40; 132, 18
The pronominal sufhix refers to:
—  Dawid (Sal 89, 40; 132, 18)
Nezer is subject of the verb:
— XW 0/ Ps 132, 18
Nezer is object of the verb:
- m gittel Ps 89, 40
Nezer is in parallelism with the following lexeme:
— Dbyt
(17) Ps 89, 40
IRDT 2N Y77 1990 2R N
wrth bryt ‘bdk hilt I'rs nzrw
‘You have abhorred the covenant of your servant; you have pro-
faned his crown even to the ground’
— YN bsr
(18) Ps 132, 187
K120 K720 2¢N 1w 207 10
wybyw lbys w lyw YSYS nzrw
‘His enemies will I clothe with shame; but upon himself shall his
crown shin’
Qe
(19) Prv 27, 24
> 9K Pui0 Ry WwatIn 77
ky I I'wlm hsn w'm-nzr ldwr
‘For wealth is not forever, nor does a crown endure generation af-
ter generation’
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2.3.3 EBH 4

The Lexeme occurs 3 times: Ex 29, 6; Lv 8, 9; 21, 12
Nezer is nomen regens of the noun:
— OPIVEx29,6;1v8,9
— ymLv2l, 12
Nezer is object of the verb:
— 1IN0/ Es29,6
Nominal Sentence:
(20) Lv 21, 12
22 10 Whl nwiin RN v
ky nzr Smn msht " lhyw ‘lyw

313

‘for the consecration of the anointing oil of his God is upon him’

Prepositional Phrase:

Nezer holds the preposition ¥%:
—  YTan¥ION Ex 29,6
- yMmILv2l, 12

2.34LBH I

The Lexeme occurs only 1 time, determined by article: 2 Chr 23, 11

Nezer is object of the verb:
— iM0/12Chr23, 11
Prepositional Phrase:
Nezer holds the preposition ¥7:
— YM2Chr23, 11
Coordinate structure:
(21) 2 Chr 23, 11
NI INNTTYTN
‘t-hnzr w't-h ‘dwt
‘the crown and the insigna’

EBH 1 EBH 2 EBH 4 LBH 1 LBH 2 LBH 3
atard 1 14 3 2 1 2
keter 3
nezer 3 4 3 1

Table 1. Summary table of the number of occurrences in every Functional Language
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3. Classematic Analysis

Lexicon is organized in classes, paradigms and lexical fields. Zatelli
provides a clear definition of the term “class™ “the class is the gathering of
lexemes that are determined by affinity and share a semantic feature (seme)
showing this through their lexical and grammatical distribution” (2005: 135).
Lexemes that belong to the same class “behave” in a similar way in terms of
grammar and lexicon. The semantic feature that defines a class is called a
“classeme” (Coseriu 1971: 305). It is not possible to define different kinds of
“dimension” of the lexical field. Principally the dimension of the lexical field
for lexemes is “dimension of kingship”.

3.1 ATARA: classematic analysis

3.1.1 EBH 1

The Lexeme refers to mlkm (2 Sam 12, 30).
Class persons:
2 Sam 12, 30

The lexeme occurs only in the class “persons”.

The Lexeme is nomen regens of 0730 mlkm. It is the crown of the king of the
city of Raba, owned by king Dawid. The phrase ‘take the crown from his head’
nY? WA [...] R wygh [...] m'l 5w has a figurative sense and it is used to
refer to the ‘defeat of the enemy’. The crown subdued to the defeated king is
‘put on the head of Dawid’, 1N Y27IRY 117 wthy ‘I-r’s Dawid. This could be
a clue of the subordinate role of the defeated king regarding the winning king,

3.1.2 EBH 2
The lexeme refers to skry ‘efrayim (Is 28, 15 28, 3), to I5'r ‘mw (Is 28, 5),

bn Yehosadaq (Zc 6, 11; 6, 14), to mik (Ps 21, 4), to generic people (Prv 4,
9), to &°lh (Prv 12, 4), to hemym (Prv 14, 24), to an aged person (Prv 16, 31;
17, 6), to people of Yisra'éel (Lm 5, 16).
Class persons:
Is 28, 15 28, 3; Jr 13, 18; Ps 21, 4; Zc 6, 11; 6, 14
Class acts and human behaviors:
Is 62, 3; Prv 4, 9; 12, 4; 14, 24; 16, 31; 17, 6; Lm 5, 16
Class acts and divine behaviors:
Is 28, 5
The lexeme occurs 7 times in the class “persons”, of which 4 times refers
to a ruler, 1 times refers to a queen and twice refers to a priest. In the class
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“acts and human behaviors” it occurs 7 times and in the class “acts and di-
vine behaviors” occurs only 1 time. In Is 62, 3 there is a figure of speech and
the lexeme is used as a simile: the city of Yardsaliim is described as a crown.
Arguably the text refers to the Yisri'él monarchy, so I suggest that this pas-
sage belongs in the class “acts and human behaviors™.

(22)1s 28, 1; 28, 3
YYD ARIN W3 XD
‘tre gwt Skry “prym
‘the proud crown of the drunkards of ‘efrayin’,

This phrase Ga) probably refers to the royal household (Kellerman 1984:
632). According to Blenkinsopp this passage is direct against Samaria
and its rulers (Blenkinsopp 2000: 387). It seems to be confirmed by the
reference to ‘efrayim, directly connected with the former northern king-
dom (Kaiser 1974: 239). The parallelism between yyn XN 17 g'wr an
¥y 127 sys nbl seems to confirm the idea of decline, and loss of power
and kingship (Is 28, 1); this hypothesis finds a confirmation in Is 28, 3 in
which ‘iz g'wt skry “prym ‘the proud crown of the drunkards of ‘efrayim’
is stomped.

In this functional language the lexeme occurs in plural form twice
(Zc 6, 175; 6, 14°). However some dissimilarity comes to the light when
comparing these two passages: in Zc 6, 11 only one individual will receive
the ‘atarér; in Zc 6, 14 the lexeme is in plural form but the verb from
which it is governed is in a singular form. Driver asserts that the individ-
ual whom the text refers should be Zarubibbel (Driver 1912: 185). Peters-
en claims that there is a discord between Zc 6, 11 and the oracle of Zc 4,
6-10 which stresses the importance of Zarubabbel (Petersen 1984: 275),
but he assumes that despite of the mention of the high priest, Zorubib-
bel has a status higher than that of the high priest (Petersen 1984: 276).
According to Meyers and Meyers the noun is in plural form because it
refers to more than one crown, made in silver and gold- so both Yahdsua*
bn-Yahésidiq and Zorubibbel wore crowns (Meyers and Meyers 1987:
350). I agree with this latter proposal because as shown in Zc 6, 13 a khn

S 17200 29971172 190D YYin Ywnn FING WY 217RiE TR 7277 73710

wlqht ksp-wzhb wsyr ‘trwr wsme br’s Yohésua' bn-Yohésidaq hkhn hgdwl

‘Take the silver and gold and make crowns, and set it on the head of Yahdsua“ bn-
Yohésadaq the high priest.

© 1TYYIN AT oNP0 F0INANTTVIA 0T 21RO A 1M 2707 1M

wh ‘tre thyh thim witwbyh wlhn bn-spnyh lzkrwn bhykl Yhwh

‘and the crowns will be for him, twbyh, yd ‘yh, hn bn-spnyh as memorial in the temple
of the Lord’.
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has his own kissé. The oracle of Zc 6, 10-15 mentions two powers: reli-
gious authority and kingship, both equally relevant since it is not possi-
ble to detect from the text the predominance of one over the other one.

In some passages of Proverbs the lexeme is used to extol positive qual-
ities (Prv 12, 4; 14, 24; 17, 6). It is a metaphor: the ‘crown’ is not a sim-
ple item intended for kings, but a symbol of ‘honor’, ‘pride’, ‘glory’ and
‘splendor’, as in Prv 17, 6 where there is a parallelism between yvn ‘#r#
and NOXN 7t

The loss of crown is always negative (Jr 13, 18; Lm 5, 16). In the former
case, the verb is *77 yrd, in the latter, it is 197 7p/. In both passage the loss of
yun 1 is directly connected with the loss of honor and rank.

3.1.3 EBH 4

The lexeme refers to Yarisilaim personified (Ezk 16, 12), to nsy’ Yisra el
(Ezk 21, 30), mrb "dm (Ezk 23, 42).

Class persons:
Ezk 21, 30; Ezk 23, 42
Classe acts and divine behaviors:
Ezk 16, 12

The lexeme occurs twice in the class “persons” and 1 time in the class
“acts and divine behaviors”.

In this functional language it is possible to find the ropos of Yhwh that as-
sign a ¥y 7 (Ezk 16, 12); the recipient of the crown is the city of Yardsaliim,
here personified. The lexeme is conjunct of }10 7zm ‘ring’ and with 13370
‘gylym ‘earring, so YY1 is probably part of a jewelry dowry.

In Ezk 23, 42 lexeme is conjunct of ¥1° 70 smydym ‘bracelets’ and, as well
as here, the lexeme could refer to a piece of a set of adornment. In both pas-
sages the lexeme is part of genitival relationship: in this functional language
the phrase Y90 RORIN 72 1p’re refers to a headdress used by high-ranked
individual, not directly connected with the royal power.

In Ezk 21, 31 the lexeme is in parallelism with An¥19 0 hmsnpt “tur-
ban’” The verb is M0 (binyan hiqtil) and the phrase ‘lift up the crown’ hasa
negative sense and probably hints to a loss of kingship (Salvesen 1998: 11).

7 hmsnpt even occurs in parallelism with nzr, in the functional language EBH 4.
Probably is a term related to worship.
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3.14LBH 1

The lexeme refers to Mardokay (Est 8, 15), to mlkm (1 Chr 20, 2)
Class persons:

1 Chr 20, 2; Est 8, 15

The lexeme occurs twice in the class “persons”, of which 1 time refers to
aruler and 1 time refers to a high-rank individuals.

In Est 8, 15 the lexeme is nomen regens of 1732 zhb. It is a complex
coordinate structure with 29210 9230 P390 1M blbws mlkwt tkit whwr
and 1077 2 X3 %1 wrkrk bws w’rgmn. Probably this passage describes
a garment used by high-ranked individual, not necessarily a king because
the one who wears this robe is Mardokay when he presents himself to the
presence of king whaswerds; so we assume that the lexeme is not distinc-

tive for kingship.

3.1.5LBH 2

The lexeme refers to Salomé (Ct 3, 11)
Class persons:
Ce3, 11

The lexeme occurs only in the class “persons”. In this passage Salomé
receives a ¥ from his mother, in the day of his wedding (Salvesen 1998:
110). In this case is clear that it is a context not connected with kingship,
rather a context related to ceremonial rite and festivity not connected with
the worship of divinity (Salvesen 1998: 111). It is logical to assume that
the act of placing a ¥17:7 on the head of the brides was a popular custom.
Therefore, in this passage, the lexeme probably refers to a ‘garland” and not
a proper crown.

3.1.6 LBH 3
The lexeme refers to ‘ywb (Jb 19, 9; 31, 36)

Class persons:
Jb 19, 9; 31, 36

The lexeme occurs both times in the class “persons” and refers to
high-ranking individual. Even in this functional language the ropos of the
fallen of y0171 (Jb 19, 9) is present; the lexeme is in parallelism with 2217 £6-
wd and yv717. It is used in a figurative sense and refers to honor and rank. In
Jb 31, 36 the lexeme is in plural form and Salvesen translate with ‘garland’
(Salvesen 1998: 109).
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CLASSEME

AND BEHAVIORS | | BELIAVIORS PERSONS
FUNCTIONAL
LANGUAGES Ruler | Queen | Prince | Priest
EBH 1
EBH 2 1 7 4 ) 5
EBH 4 1 |
LBH 1 ]
LBH 2 ]
LBH 3

Table 2. Classematic analysis of #fard: summary table

In the class “acts and divine behaviors” the lexeme occurs twice; in the
class “acts and human behaviors” the lexeme occurs 7 times. In the class “per-
sons” it occurs 15 times, of which 7 times refers to rules, 1 time referring to
a queen, 1 time referring to a prince, twice referring to a priest and 4 times
referring to high-ranking individuals.

3.2 KETER: classematic analysis

3.2.1 LBH 1

The lexeme refers to Wasti hmikh (Est 1, 11), to ‘ester (Est 2, 17), to sws

(Est 6, 8).

Class persons:

Est 1, 11; Est 2, 17
Class animals:

Est 6, 8

The lexeme occurs twice in the class “persons” and 1 time in the class “ani-
mals”. In every occurrences the lexeme is nomen regens of mlkwt (ktr mlkws).
The lexeme occurs always in a genitival relationship 207 19230 keter malkw:.
The fact that keter occurs only in LBH 1 suggests that it was an item associ-
ated with Persian royal court (Salvesen 1998: 71).

In none of these passages does this lexeme refers to king, which leads
to suppose that keter is not used for the crown of a king. Certainly, from the
context it is clear that kezer refers to something worn on the head by a high
ranking individual.
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I include the lexeme in Est 6, 8% in the class “animals”.

(23) Est 6, 8
1RYN 107 207 292N IR
w’sr ntn ktr mlkwt br'sw
“that carry a crown on his head”

The phrase (2) could refers to sws or hmlk.

In my opinion, it is a subordinate clause depending on wsw, so it is the
horse who wore keter mlkwt. In other passages of LBH 1, this headdress,
keter mlkwt, is never worn by a king rather by two queens so it is not di-
rectly connected with kingship. It could symbolize royal favor or denote
something belonging to the king (Salvesen 1998: 71) as confirmed by the
phrase (3).

(24) Est 6, 8
1010 KW V02 Y9N R,
wsws'sr rkb “lyw hmlk
“and a horse the king has ridden”

There are many different types of royal headdress depicted in Assyrian
art: in some reliefs the horse belonging to the king is depicted with an orna-
mental headdress, a head band or a turban, placed on its head (Paton 1908:
249). It is likely that a similar custom exists even in Persia, as shown by Xer-
ses’ relief at Persepolis (Moore 1971: 65).

CLASSEME
FUNCTIONAL
LANGUAGE PERSONS
LBH 1 2

Table 3. Classematic analysis of kezer: summary table

¥ 120K 9300 29230 X YN 730721 177 1090 ¥ Y1 122 Y9N 3577 IR YN 30T 2070 2990 2N

yby'w lbws mlkwe “Sr 1bs-bw hmlk wsws “srrkb “lyw hmlk w’sr ntn ktr mlkwt br’sw

“let them bring a royal garment which the king has worn and the horse on which the
king has ridden, and on whose head a royal crown has been placed”.
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In the class “persons” occurs twice and refers to queen of Yisra¢l. In the class
“animals” the lexeme occurs only 1 time.

3.3 NEZER: classematic analysis

3.3.1 EBH 1

The lexeme refers to ahdiron (Ex 39, 30), to Sz’'u/ (1 Sam 1, 10), to Y345
(2 Kings 11, 12).
Class persons:

Ex 39, 30; 1 Sam 1, 10; 2 Kings 11, 12

The lexeme always occurs in the class “persons’; it refers twice to a king of
Yisrael, and refers 1 time to priest zhdron. In the latter occurrence the lexeme
is nomen regens of hgds (nzr hqds).

In this functional language there is a first hint of religious purport of 11
determinate as ¥N7IN IPTY 7 nzr hgds and the whole phrase is held by noun
¥y. The passage refers to @hdron and describes the garments worn by the high
priest (Ex 39, 30).

In 2 Sam 1,10 the lexeme is in parallelism with X¥¥77 's‘db ‘bracelet’.
Both bracelet and crown are worn by Sa’ul at the time of his death, so we can
assume that they are accessory worn by the head of a community.

The lexeme is conjunct of YW N7 ¥7IN w'-h ‘dwt (2 Kings 11, 12) and both
nouns are hold by the verb 1nj. The one who receives ¥ N™7371 XN~ YN
t-hnz w't-h dwt is king Y6 45. In this passage the lexeme means a headdress
connected with the kingship.

We should note that the lexeme is absent in narrative context relating
other rulers of Yisrael.

3.3.2EBH?2

The lexeme refers to ‘bdk, that refers in turn to Dawid (Ps 89, 40; 132,
18), to a generic individual (Prv 27, 24), to people of Yisrael (Zc 9, 16)
Class persons:
Ps 89, 40; 132, 18
Class acts and human behaviors:

7c 9, 16; Prv 27, 24

The lexeme occurs twice in the class “persons”, and refers to king Dawid.
In Ps 89, 40 the lexeme is in parallelism with 270 &ryr and the passage al-
ludes to the deal between Yhwh and Dawid in which the divinity has ensured
the king an endless bloodline. The phrase 7770 287V 113 hllt 'rs nzrw You
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have profaned his crown even to the ground’ is metaphoric. The lexeme nezer
means royal szatus and the end of royal dynasty.

3.3.3 EBH 4

The lexeme refers to ‘ahdron (Ex 29,6; Lv 8, 9), to a priest (Lv 21, 12)
Class persons:

Ex 29, 6; Lv 8, 9; 21, 12

The lexeme occurs in the class “persons” all 3 times; when refers to ahdron
the lexeme occurs always as nomen regens of hdqs (nzr hqds).
In Lv 21, 12 the lexeme means ‘consecration’, not ‘crown’. It appears to refer
to the anointing of priests, so it is a religious-cultic dimension, not a king-
ship dimension.
In this functional language the genitival relationship[1]Y AP 7Y nzr hqds oc-
curs. It highlights the sacral worth of the 317 which is put on ¥2=72%15n0 /-
hmsnpt (Ex 29, 6). This passage seems to refer to the anointing of @hdron as
the high priest. The lexeme is zomen regens of 3PV hqds even in Lv 8, 9 and,
like in other passages, @hdiron is the one who shall wear the ‘sacred crown’.
It is relevant to point out that when the lexeme refers to the headgear of the
high priest, specifically @hdron, the genitival relationship X NI IRV 7 nzr
hqds always occurs. Probably this expression relates to a high priest’s kind
of headgear. I suggest that this assumption could be applicable also for the
functional language EBH 1, not only for EBH 4.

3.34LBH 1

The lexeme refers to Yo 45 (2 Chr 23, 11).
Class persons:

2 Chr 23, 11

The lexeme occurs in the class “persons” and refers to the king of Yisral.

CLASSEME
PERSONS
FUNCTIONAL LANGUAGES Rulers Priest
EBH 1 2 1
EBH 2 5
EBH 4 3
LBH 1 1

Table 4. Classematic analysis of nezer: summary table
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In the class “persons” occurs 9 times, of which 5 times refers to rulers and
4 times refers to priest; in the class “acts and human behaviors” it occurs twice.

4. Conclusion

Persons human acts and|divine acts and |Animals
behaviors behaviors
EBH 1 atard, nezer
EBH 2 ‘atara, nezer ‘atard,nezer ‘atari
EBH 4 atard, nezer atard, nezer atard

atard, nezer,

LBH 1 keter keter
LBH 2 atard
LBH 3 atard

Table 5. Summary table of classes and functional languages

The lexeme nezer is a headdress typical of royalty, if worn by a king, or
religious power, if worn by an high priest. In the latter case the genitival rela-
tionship ¥ NI 3P TV 7 nzr hgds always occurs and always refers to ‘ahdron.
This kind of headgear can’t be worn by someone who does not have a reli-
gious or royal power.

The lexeme keter only occurs in LBH 1 in Ester book. Since this kind
of headgear is worn by two queen but not by a king, it is possible to assume
that this lexeme is not strictly related to kingship, but to high-ranking status.

The lexeme ‘atard mainly occurs in EBH 2, though its occurrences are
widespread in the other functional languages. It is often used in a metapho-
rical way and the context where it appears is not always related to kingship.
The lexeme may be used to refer to a generic headdress, a crown or a garland
depending by the circumstances.

Itis important to point out that these three lexemes never refer to a divini-
ty. The deity never worn a crown, although may hold the authority to enthrone
and crown a king. Thereafter nezer, keter and atard are typical of human king-
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ship. atard even occurs in everyday life context, while regarding nezer and keter
it is possible to note that in all the occurrences in which they appear, the social
importance of the person to whom these lexemes refer seems to be highlighted.

In conclusion we can assert that these lexemes, whit the exception for
keter, appear mostly in the Early Biblical Hebrew and decrease in the Late
Biblical Hebrew.
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Abstract:

This article investigates the relation between L1 and L2 in the light
of the transfer phenomena. More precisely a revision of the UG no-
tion and parameter is proposed on the basis of the mentalist model
proposed within the bio-linguistic program in some recent works by
Chomsky. The idea being discussed here is that parameterization is
a phenomenon associated with the externalization of linguistic ex-
pressions in terms of lexical and morpho-syntactic properties, on
the basis of the basic properties of language. The notion of language
coincides with a specialized cognitive capability, i.e. the combina-
tory mechanism (Merge), whereas its application implies the inter-
action with the external interpretive systems, namely sensory-motor
and conceptual-intentional systems. As a consequence, transfer, as
depending on the morpho-lexical organization of languages, is a
mechanism that does not call into question the cognitive nature of
language. On the contrary, we have to look at transfer as the natu-
ral solution for the acquisition of L2.

Keywords: L1 and L2 acquisition, parameter, transfer, UG

Le differenze morfo-sintattiche e lessicali tra le lingue rappresentano lo
spazio teorico e metodologico nel quale si inserisce 'apprendimento di L2.
La variazione tra le lingue puo essere ricondotta a un insieme di principi e
categorie fondamentali e universali, su cui si costruiscono la conoscenza di
L1 e quella di L2. Tradizionalmente, ¢ la nozione di parametro che spiega il
rapporto tra facolta di linguaggio (Grammatica Universale, GU) invarian-
te e differenziazione linguistica, nel senso che i parametri corrispondono a
modi diversi nelle lingue di lessicalizzare primitivi semantici e strutturali del
linguaggio. Nello specifico, questa nozione spiega anche la relazione tra L1
e L2. Tuttavia, come nota White (2003), la teoria della GU e del parameter
setting non ¢ una vera teoria della transizione in direzione dell’acquisizione
di L1 o L2; la transizione mette in gioco, nel caso di L2, la capacita di rico-
noscere un parametro e di modificarlo oppure leffetto di filtraggio che la
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grammatica di L1 pud esercitare su L2, inibendo o facilitando la percezione
e il riconoscimento delle proprieta di L2.

Questo articolo esamina il rapporto tra L1 e L2, e alcuni aspetti del
transfer. In particolare, propone una revisione delle nozioni di GU e di pa-
rametro nella prospettiva glottodidattica, sulla base del modello mentalista
definito nel programma biolinguistico in alcuni recenti lavori di Chomsky
(Chomsky 2005, 2016; Berwick e Chomsky 2016). L'idea discussa ¢ che la
parametrizzazione, cio¢ la fissazione di proprieta morfosintattiche, ¢ un fe-
nomeno di superficie rispetto alla “Proprieta Basica” del linguaggio:

Proprieta Basica: (1) un Sistema computazionale interno che costruisce espres-
sioni gerarchicamente strutturate con interpretazioni sistematiche alle interfacce con
due altri sistemi interni, cio¢ (2) un Sistema senso-motorio per Uesternalizzazione
come produzione e analisi e (3) un sistema concettuale per 'inferenza, I'interpre-
tazione, la pianificazione, e 'organizzazione dell’azione — informalmente chiamato

“pensiero”. (Berwick e Chomsky 2016: 11)!

Le frasi generate dal Sistema computazionale sono soggette al proces-
so di esternalizzazione, “che converte gli oggetti sintattici interni in entita
accessibili al sistema senso-motorio (morfologia e fonologia)” (Berwick e
Chomsky 2016: 82). E quindi il processo di esternalizzazione che di luogo
ai fenomeni di variazione e differenziazione linguistica, in quanto a partire
da un nucleo computazionale universale le lingue hanno mezzi morfologi-
ci e fonologici diversi per rendere accessibili le frasi. Ci possiamo aspetta-
re che un parlante applichi la morfologia e la fonologia di una lingua (ad
esempio, quella nativa) nel processo di esternalizzazione di L2, se manca
della necessaria padronanza di L2. In questo senso, il transfer ¢ un feno-
meno collegato al trasferimento degli ‘oggetti’ sintattici interni all’interfac-
cia senso-motoria, che non mette in discussione la natura cognitiva della
lingua e che, al contrario, ci dobbiamo attendere come soluzione naturale
all’acquisizione di L2.

1. Forme di relativismo naturalistico

I paradigmi anti-mentalisti correlano le espressioni linguistiche a fat-
tori extralinguistici — tipicamente il contesto comunicativo — in base a una
prospettiva che risale almeno agli approcci comportamentisti (Bloomfield
1933, 1942; Skinner 1957), per i quali 'apprendimento di una lingua — sia
L1 che L2 — non ¢ distinto dall’apprendimento in genere. Lapprendimento
linguistico ¢ ricondotto a un meccanismo privo di un livello specializzato

! La traduzione italiana dei testi in lingua ¢ dell’autrice.
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di elaborazione di natura psicologica o mentale (cf. Chomsky 2000 sul con-
trasto tra naturalismo e mentalismo). Cio vale anche per gli approcci non
propriamente comportamentisti, come il costruzionismo piagetiano (Piaget
1968 [1923], 1969 [1952], 1980) che vede I'apprendimento, anche linguisti-
co, come il risultato del processo tramite il quale il bambino fa esperienza e
percepisce il mondo esterno (cf. Piattelli-Palmarini 1980). Cosi, la “usage-
based theoretical perspective” proposta da Tomasello (2006, 2008) come mo-
dello dell’acquisizione del linguaggio assume che il linguaggio ¢ raggiunto
per mezzo di una procedura di generalizzazione che utilizza “concreti pezzi
di lingua”, cio¢ costrutti/espressioni linguistiche, che “comprende moltepli-
ci elementi linguistici usati insieme per una funzione comunicativa relativa-
mente coerente” (Tomasello 2006: 258). In questa prospettiva, la proprieta
fondamentale del linguaggio ¢ la sua natura simbolica, che poggia sulla ca-
pacita umana di capire le intenzioni comunicative, di avere una ‘teoria della
mente’ dell’interlocutore. Tomasello (2003) riconduce questo meccanismo ad
abilita cognitive che emergono nell’ontogenesi umana intorno ai 9-12 mesi,
come il prestare attivamente attenzione a persone, oggetti, comportamenti
e I'imitare i comportamenti intenzionali degli altri. Sono insomma alcune
procedure come I'imitazione e I'analogia che, sospinte dall’attenzione, deter-
minerebbero il formarsi delle strutture linguistiche.

Lipotesi che la pragmatica guidi la correlazione (mapping) tra sintassi e
semantica & sostenuta da alcuni autori sulla base dei numerosi fenomeni nei
quali interpretazione completa o integra I'informazione sintattica. Ne deriva
una concezione del linguaggio che riconduce le costruzioni morfo-sintattiche
a principi di ordine funzionale. Di conseguenza, non vi sono veri universali,
se non quelli extralinguistici, a cui gli enunciati ricorrono per ogni singola
lingua, come sintetizzato da Croft (2005: 309):

[...] vircualmente tutte le strutture grammaticali formali sono specifiche di
ogni lingua e specifiche per ogni costruzione. Questo non vuol dire che le categorie
e le costruzioni sono casuali. Ci sono universali soggiacenti alla diversitd gramma-
ticale delle lingue del mondo. Ma gli universali sono funzionali, cio¢, semantici/
pragmatici/discorso-funzionali.

In alte parole, non vi sarebbero generalizzazioni o regolarita prevedibili
tra le diverse lingue e nemmeno all’interno di una stessa lingua. Un esempio
spesso riportato ¢ quello contro le “relazioni sintattiche”, per cui le “molte
pretese relazioni sintattiche sono in effetti semantiche” (Croft 2005: 289). In
approcci che escludono o rendono marginale I'esistenza di una specifica facolta
cognitiva associata al linguaggio, i fattori extralinguistici della comunicazione
e della cultura di una comunita hanno un ruolo decisivo nel determinare le
caratteristiche delle lingue. Le espressioni linguistiche sono contemporanea-
mente cio che viene associato alla situazione e cio che permette di individuare
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la situazione. Nello stesso tempo, restano fuori dalla portata della spiegazio-
ne alcune proprieta specifiche delle lingue naturali, come sintassi, categorie
morfosintattiche e semantiche, fonologia, organizzazione del lessico, ecc.

Una posizione estrema sul rapporto tra dispositivi pragmatici e comu-
nicativi e lingua ¢ proposta in Everett (2005) in merito alla particolare sem-
plicita strutturale e lessicale della lingua amazzonica Piraha. La mancanza
dell’incassamento di frasi e complementi, il lessico numerico, quantifica-
zionale, temporale ridotto e I'inventario essenziale di pronomi sarebbero
in rapporto con la cultura elementare di questo gruppo, priva di miti e di
finzione, di espressioni artistiche, di memoria collettiva o individuale che
superi le due generazioni, e dotata di un sistema di parentela molto sem-
plice. Secondo Everett (2005) le proprieta morfosintattiche e lessicali della
lingua Piraha rifletterebbero il fatto che i Piraha non hanno la possibilita
di “discutere di cose al di 1a dell’esperienza immediata”. Nevins, Pesetsky
e Rodrigues (2007) replicano affermando che le proprieta trattate da Eve-
rett come lacune corrispondono a normali strutture grammaticali, ampia-
mente attestate nelle lingue conosciute; in secondo luogo I'ipotesi di una
corrispondenza verificabile tra i tratti grammaticali in esame e specifiche
proprieta culturali sarebbe infondata. La prova principale ¢ l'esistenza di
somiglianze e corrispondenze con sistemi grammaticali diversi parlati da
popolazioni di cultura diversa.

E noto che la connessione tra rappresentazione del mondo reale e strutture
linguistiche ¢ molto debole, anche se forse rintracciabile in fenomeni per cui
la singola lingua rende disponibile il lessico al pensiero (Levinson 2003). Co-

me ricorda Sapir (1921: 216, 217):

11 contenuto latente di tutte le lingue ¢ lo stesso. La scienza intuitiva dell’espe-
rienza [...] La cultura puo essere definita come: cio che una societa fa e pensa. La
lingua ¢ un particolare come del pensiero. [...] ¢ facile dimostrare che lingua e cul-
tura non sono apparentate intrinsecamente. Esistono lingue del tutto diverse che
partecipano ad una stessa cultura, esistono lingue intimamente apparentate anche
con una sola lingua che appartengono a tipi di cultura distinti [.. .]. (Sapir 1921: 180)

In conclusione, tutte le lingue rappresentano altrettante attuazioni di uno
stesso programma geneticamente guidato. Non a caso ¢ possibile individua-
re le proprieta universali condivise da tutte le lingue naturali che definisco-
no la facolta di linguaggio (Pinker e Jackendoff 2013). Non vi sono quindi
lingue piti perfette di altre, né sembra possibile individuare in alcuna lingua
una forma linguistica primitiva. Corganizzazione lessicale e morfologica del-
le lingue pud modellare in modi diversi la rappresentazione delle proprieta
del mondo esterno, influenzando la sensibilita dei parlanti nei confronti di
distinzioni concettuali preesistenti. Dehaene, Izard, Pica e Spelke (2006),
in uno studio sui primitivi concettuali della geometria in un gruppo isolato
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di indigeni dell’Amazzonia, la cui lingua ha un lessico ridotto per i concetti
aritmetici, geometrici o spaziali, osservano che

La conoscenza geometrica pud essere arricchita in maniera sostanziale da in-
venzioni culturali tali come mappe, strumenti matematici o i termini geometrici
della lingua. Al di sotto di questa frangia di variabilitd culturale, comunque, la com-
prensione spontanea di concetti geometrici e di mappe da parte di questa remota
comunita umana fornisce evidenza che il nucleo delle conoscenze geometriche, co-
me l’aritmetica di base, ¢ un costituente universale della mente umana. (Dehaene,

Izard, Pica, Spelke 2006: 384)

Possiamo pensare che vi sia un livello di concettualizzazione del mon-
do esterno su cui si innestano le forme linguistiche e che in questo spazio si
determini la variazione morfosintattica e lessicale. Questultima non implica
differenze nella facolta di linguaggio né nell’organizzazione cognitiva gene-
rale, ma rivela 'uguaglianza della dotazione iniziale.

2. La lingua nella testa

Lessenza del linguaggio ¢ quella di strumento del pensiero (Chomsky
2016). Una lingua ¢ un sistema di conoscenza raggiunto e rappresentato in-
ternamente nella mente/cervello del parlante, che Chomsky (1986, 1988) de-
finisce Lingua-I(nterna). Uessere umano sviluppa la Lingua-I in virtl della
sua dotazione cognitiva, e in particolare di una facolta specializzata della sua
mente, la facolta di linguaggio, che puo essere concepita come un insieme di
istruzioni e di proprieta che circoscrivono la classe delle lingue possibili. An-
che se nell’indagine pedagogica e glottodidattica il mentalismo chomskyano ¢
presentato nella vulgata concettuale degli anni Settanta-Ottanta, nella quale
la nozione di Grammatica Universale detta in maniera univoca la forma del-
le lingue possibili e il legame con gli aspetti pragmatici non trova spazio, ¢
pitt utile tener conto della cornice concettuale successiva. Infatti i lavori che
seguono la proposta minimalista e che definiscono il cosiddetto program-
ma biolinguistico (Hauser ez a/. 2002; Chomsky 2005; Berwick e Chom-
sky 2011) forniscono una chiave di lettura e una base concettuale adeguate
a rendere conto dell’interazione tra lingua, comunicazione e apprendimen-
to. La Lingua-I ¢ un sistema cognitivo cosi definito in (Chomsky 2016: 29):

Qualsiasi lingua fornisce una gamma illimitata di espressioni strutturate, che
ricevono interpretazione alle due interfacce, senso-motoria per I'esternalizzazione e
concettuale-intenzionale per i processi mentali. (/bidem)

Linterpretazione comprende I'articolazione e la percezione/riconoscimento
dei suoni e, secondariamente, dei simboli grafici (sistema Senso-motorio SM)
e il sistema Concettuale-Intenzionale (C-I). I due sistemi esterni sono capaci-
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ta cognitive necessarie “per padroneggiare una qualsiasi lingua”. La proprieta
elementare che da luogo alle espressioni linguistiche e alla loro organizzazione
gerarchica ¢ 'operazione che combina due oggetti (sintattici) in un nuovo og-
getto, l'operazione di Merge (Chomsky 2016).

La variazione tra lingue non ¢ arbitraria, ma riflette i limiti imposti dalla
nostra facolta di linguaggio, e dipende essenzialmente dalla maniera in cui
gli elementi lessicali di una lingua introducono le categorie concettuali su
cui opera la computazione sintattica:

La Lingua-I consiste di una procedura computazionale e un lessico. [...] C'¢
ragione di credere che il sistema computazionale ¢ invariante, virtualmente. [...] la
variazione linguistica appare risiedere nel lessico. [...] Il collegamento di concetto e
suono pud essere acquisito sulla base di prove minime, cosi la variazione qui non ¢
sorprendete. [...] la variazione pud essere limitata ad aspetti formali della lingua —
il caso dei nomi, la flessione verbale, e cosi via. (Chomsky 2000: 120)

La variazione risiede quindi nel trasferimento (esternalizzazione) del-
le strutture generate dal meccanismo sintattico ai sistemi interpretativi, in
particolare al sistema SM, associando ai significati gli elementi lessicali della
lingua specifica (Berwick e Chomsky 2011).

La progressiva revisione chomskyana identifica il linguaggio con una
struttura cognitiva biologicamente determinata, che comprende categorie
concettuali universali che concorrono a fissare il lessico delle diverse lingue,
incluse le categorie grammaticali (Chomsky 2000, 2002). Gli elementi lessi-
cali saranno cio¢ acquisiti dal bambino esposto agli enunciati della sua lingua
nativa sulla base di ‘schemi concettuali’ che sono parte dello stadio iniziale

della facolta di linguaggio. Cosi,

i concetti di natura locativa e agentiva, di movimento, etc. entrano ampiamente
nella struttura lessicale, spesso in modi del tutto astratti. Inoltre, nozioni come agente,
ricevente, strumento, evento, intenzione e altri sono elementi pervasivi della struttura
lessicale, con le loro specifiche proprieta e interrelazioni [...]. (Chomsky 2000: 62)

A differenza di quanto assunto o implicato da altre teorie e da molti
approcci didattici, nei sistemi linguistici, le parole e le frasi non denotano
individui, oggetti, eventi del mondo reale se non in forza delle condizioni
pragmatiche in cui ricorrono:

[...] perfino i concetti piti elementari del linguaggio umano non sono in relazio-
ne con oggetti indipendenti dalla mente secondo una qualche relazione referenziale
tra simboli e caratteristiche fisiche identificabili del mondo esterno, come sembra
essere universale nei sistemi di comunicazione animale. Piuttosto, sono creazioni dei
“poteri conoscitivi” che ci forniscono di mezzi ricchi per riferirci al mondo esterno
da precise prospettive, ma sono individuati da operazioni mentali che non possono



LAPPRENDIMENTO LINGUISTICO TRA PARAMETRI E TRANSFER 333

essere ridotte a una “particolare natura che appartiene” alla cosa di cui stiamo par-

lando [...]. (Chomsky 2004: 6)

In altri termini, le lingue non sono nomenclature, ma utilizzano I'in-
determinatezza del significato come dispositivo chiave dell’interpretazione.
Se gli elementi linguistici sono “operazioni mentali”, cio¢ una sorta di istru-
zioni per I'uso non direttamente collegate al mondo esterno, un approccio
semplicistico al rapporto tra lingua e messaggio appare insostenibile. Di con-
seguenza, le ipotesi sul rapporto tra lingua e cultura/pensiero risultano drasti-
camente ridimensionate. Questa conclusione si accorda con il reale processo
di significazione, per cui I'idea ingenua che il significato delle parole sia de-
finito in maniera univoca si scontra con il fatto che le parole e le frasi delle
lingue hanno per natura un significato almeno parzialmente indeterminato,
la cui interpretazione richiede il contesto extralinguistico (Jackendoff 1993).
La comunicazione include la vaghezza, intesa come la produzione di “effetti
cognitivi” non necessariamente decidibili e identificabili in maniera univoca
(Sperber e Wilson 1996: 91, 260).

Siamo arrivati al problema della reciproca comprensione linguistica tra
parlanti, cio¢ di che cosa significa “parlare la stessa lingua”. La questione, ov-
viamente, ¢ generale, e riguarda sia L1 e la sua acquisizione, sia la possibilita
stessa di apprendere in senso proprio una L2. Naturalmente, gli approcci com-
portamentisti danno una risposta apparente, nel senso che 'apprendimento
¢ frutto della ripetizione di espressioni prodotte da altri parlanti, suggerendo
quindi un riconoscimento reciproco, anche se tutto da spiegare. Assumere la
facolta di linguaggio spiega gli aspetti essenziali dello sviluppo linguistico,
ma restano alcuni interrogativi riguardo alla condivisione della stessa lingua
e alla comprensibilita degli atti di comunicazione.

Lesistenza di un “linguaggio pubblico comune” in gruppi di parlanti
che si capiscono tra di loro ¢ una situazione derivata dal fatto che la Lingua-
I (o le Lingue-I) di ciascuno di essi ¢ ampiamente o parzialmente simile a
quella di ciascun altro. La reciproca comprensione tra parlanti, che, come si
dice normalmente, parlano la stessa lingua, ¢ assimilata da Chomsky al fatto
che gli interlocutori stabiliscono una relazione di congruenza tra i loro enun-
ciati, nel senso che ciascun interlocutore, nell’ascoltare I’altro, “assume qual-
che apparato di modificazioni che egli/ella deve calcolare” (Chomsky 2000:
30). La comprensione degli enunciati prodotti da un interlocutore ¢ quindi
un processo inferenziale, di approssimazione a strutture linguistiche basate
su una stessa operazione combinatoria (Merge), che I'ascoltatore raggiunge
elaborando i dati in entrata che, per ipotesi, assume identici a quelli che lui
produrrebbe. Lunica struttura realmente condivisa ¢, percio, la facolta di lin-
guaggio, intesa come |'insieme delle dotazioni basiche iniziali di ogni essere
umano su cui si costruisce la propria lingua interna. Questa conclusione sta-
bilisce un ordine e una prospettiva inusuali per la nozione di apprendimento,
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inteso quindi prima di tutto come applicazione di strutture mentali innate in
condizioni di comunicazione. Le componenti pragmatiche e i mezzi espres-
sivi che le traducono in azioni hanno una radice genetica sviluppata sponta-
neamente durante il processo di acquisizione del bambino, che, nuovamente
subisce le restrizioni dell'ambiente socio-culturale in cui vive (Baldi 2013;
Baldi e Savoia 2017, 2018).

In particolare, se la comprensione ¢ basata sul riconoscere una stessa ope-
razione sintattica, ci possiamo aspettare ampi margini di differenza, vaghezza
e mancata interpretazione delle produzioni di altri parlanti. Questo ci sembra
un argomento particolarmente delicato, in quanto abbraccia la nozione stessa
di insegnamento e apprendimento di L2. I sociolinguisti (Romaine 2000a;
2000b) e in generale gli studi sul bilinguismo ricordano che la maggior parte
delle persone nasce e vive in ambienti bilingui. Naturalmente, le componen-
ti emotive, socio-culturali e identitarie influenzano I’atteggiamento verso le
diverse lingue che il parlante ha interiorizzato (Baker 2001), e, pitt specifi-
camente, il parlante bilingue puo avere una diversa padronanza delle due (o
pitt) varieta linguistiche. Il grado di conoscenza di una varieta linguistica ne
influenza l'utilizzo in base alle circostanze e, nello stesso tempo, la conoscen-
za di L2 non ¢ necessariamente uniforme in tutte le sue componenti (lessico,
morfosintassi, fonetica) (Romaine 2000a; Bee Chin e Wigglesworth 2001).
In questo quadro, I'apprendimento di L2 risulta un fenomeno molto diverso
rispetto a quello spesso rappresentato nelle interpretazioni di taglio pedago-
gico e metodologico in termini di rapporto tra L1 e L2. La conoscenza di pit
lingue ¢ una condizione cognitiva usuale, e probabilmente imprescindibile
della conoscenza linguistica, visto che almeno varianti stilistiche e di registro
sono compresenti in qualsiasi parlante. Tuttavia, le lingue che un parlante
padroneggia non sono conosciute in maniera uniforme, nel senso che ciascu-
na lingua corrisponde a usi, domini e motivazioni diverse (Romaine 2000a,
2000b; Bee Chin e Wigglesworth 2001). Di conseguenza ¢ una idealizzazione
la pretesa di fissare il grado di completezza della competenza di una lingua.

Le osservazioni precedenti ci inducono a riprendere brevemente lo sche-
ma acquisizione vs apprendimento. Negli approcci glottodidattici si distin-
gue usualmente tra acquisizione e apprendimento (Krashen e Terrell 1983;
Krashen 1985; cf. Balboni 2006), dove I'acquisizione designa il processo di
sviluppo della prima lingua (L1) su base spontanea e, come ¢ usualmente as-
serito, inconscia. Lapprendimento sarebbe un processo secondario, consape-
vole, che sviluppa la conoscenza di un sistema linguistico (L2). Leta ha un
ruolo decisivo per la capacita di sviluppare il tipo e il grado di competenza in
una lingua (Jackendoff 1993, 2002), a cui possono corrispondere aree neu-
rali parzialmente diverse. Se L2 viene acquisita prima degli otto anni, le pa-
role di classe chiusa sono associate alle stesse strutture neurali di L1, mentre
un’esposizione tardiva da luogo a un'organizzazione cerebrale di L2 parzial-
mente diversa da quella di L1 (Fabbro 1999, 2004). Lesposizione prolungata
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avvicina la competenza di L2, almeno dal punto di vista comportamenta-
le, a quella di L1. Infine, le ricerche sull’apprendimento mostrano che avere
pitt anni pud indurre un miglior apprendimento iniziale, anche se gli adulti
comunque rallentano mentre i bambini raggiungono un pit alto grado di
competenza (Cook 2008).

D’altra parte, ¢ vero che 'acquisizione della prima lingua si protrae oltre
il periodo pit ristretto nel quale il bambino sfrutta le capacita cognitive legate
alla memoria procedurale, con la conseguenza che anche L1 sfrutta strutture
neurali associate a processi non impliciti. Inoltre, L2 puod comunque ricorrere
alle strutture specializzate per il linguaggio, come nei casi di L2 precoce. In
ogni caso, il ricorso alla facolta di linguaggio, cio¢ della struttura cognitiva
che ci permette di sviluppare la conoscenza linguistica, sara sempre disponi-
bile anche nell’acquisizione di L2, come appare anche dal fatto che il formarsi
di L2 ¢ un processo soggetto a restrizioni non dissimili da quelle che valgono
per L1. Lo sviluppo di L2 — per quanto possa coinvolgere strutture cerebrali
parzialmente diverse da quelle di L1, per lo meno nell’apprendimento tardi-
vo — riflette requisiti e un’'organizzazione della conoscenza linguistica basati
sulle stesse proprieta delle lingue materne, quali la combinazione sintattica,
la ricorsivita e il lessico, accanto alle condizioni pragmatiche. Questo sugge-
risce che la demarcazione tra acquisizione e apprendimento riguarda aspetti
riguardanti I’interazione tra linguaggio e sistemi esterni, piuttosto che la sua
organizzazione interna.

3. Da L1 a L2: la Grammatica Universale

In letteratura alla nozione di Lingua-I si oppone quella di Lingua-
E(sterna) (Chomsky 1986, 1995, 2000), per riferirsi a un “corpus di dati” — o
come preferisce dire Chomsky (2016), a una concezione “debole” di lingua.
Mentre la Lingua-I ha uno statuto scientifico chiaro, designando gli oggetti
definiti dalla procedura computazione del linguaggio, Lingua-E ne ¢ priva.
La possiamo pensare come una maniera di specificare gli enunciati legata a
variabili individuali, situazionali e sociali non falsificabili. Tuttavia, riferirsi
alla lingua intesa come un insieme di pratiche enunciative associate a conte-
sti e intenzioni ¢ alla base di molti dei metodi di insegnamento di tipo co-
municativo e funzionalista, nei quali la L2 ¢ fatta coincidere con il suo uso.
In realtd, ¢ proprio la lingua-E, cio¢ enunciati prodotti in rapporto a situa-
zioni e intenzioni, che rappresenta 'input per I'acquisizione del bambino e
per Papprendimento, guidato o spontaneo, di L2 nell’adulto. E interessante
chiederci percio se Lingua-E e Lingua-I sono incompatibili e cosi diverse. In
che senso, inoltre, la dotazione innata — GU — interagisce con gli enunciati
prodotti dai parlanti nel processo di acquisizione/apprendimento?

Spesso la nozione di Grammatica Universale ¢ identificata con quella di
dispositivo di acquisizione della lingua (LAD). In realta, il LAD pud inclu-
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dere anche proprieta non strettamente linguistiche, dalla memoria all’atten-
zione, a procedure di segmentazione e analisi (White 2003; Cook e Newson
2007). In altre parole, la GU non ¢ esplicitamente un modello del processo di
acquisizione. Tuttavia, fin dalle prime formulazioni del modello innatista, la
facolta di linguaggio e I'insieme dei suoi principi (GU) sono stati visti come
dispositivi che interagiscono con I’esposizione del bambino (e dell’adulto) ai
dati primari, imponendo dei limiti alle grammatiche possibili.

La tradizionale nozione di parametro implica il ricorso a scelte tra so-
luzioni strutturali diverse che, almeno a partire dagli anni Ottanta, sono
state viste come parte della GU, insieme ai principi invarianti del linguag-
gio. La linguistica educativa li ha utilizzati come chiave interpretativa delle
fasi dell’acquisizione di L1 e dell’apprendimento di L2, alla base, sostanzial-
mente, delle interlingue e, in generale, delle lingue secondarie. La questione
dell’accesso alla GU nel processo d’acquisizione di L2 ¢ stata molto discussa
in riferimento al modello parametrico. Infatti la facolta di linguaggio puo
essere concepita come uno stato della mente/cervello del bambino dal quale
inizia l'acquisizione, cio¢ la formazione della conoscenza della lingua parti-
colare. Lo stato iniziale contiene le proprieta elementari generali delle lingue
naturali, il formato di lingua possibile. Lacquisizione determina lo sviluppo
di successivi stati che implementano possibili scelte (parametri) e un lessico,
fino a raggiungere la conoscenza linguistica corrispondente a una Lingua-I
particolare. La Lingua-Interna rappresenta lo stato stabile, che quindi coin-
cide idealmente con lo stato iniziale fissato su un determinato lessico e su
determinati principi e proprieta strutturali (Cook, Newson 2007).

Nel caso di L2, I'accesso allo stato iniziale di L1 non ¢ pill possibi-
le, visto che il parlante ha gia fissato i parametri della GU sulla propria
lingua. Di conseguenza, lo sviluppo di L2 parte dallo stato stabile di L1
e dalle istruzioni in esso contenute per raggiungere un qualche livello di
conoscenza di L2. In questo quadro teorico, il compito del parlante &
quello di sviluppare una lingua ricavando istruzioni relative alle proprieta
della GU dallo stato stabile di L1 o basandosi solo su L1. Sono gli enun-
ciati effettivamente ascoltati a fornire le prove positive, o le prove negati-
ve indirette, cio¢ la presenza o la mancanza di enunciati di un certo tipo.
D’altra parte, ¢ difhcile capire come possa realizzarsi 'apprendimento di
L2 se questo processo non potesse attingere le proprieta della facolta di
linguaggio. Se assumiamo che la GU non ¢ altro che lo stato iniziale che
verra modificato dall’esposizione a L1, dovremo necessariamente preve-
dere un certo grado di interferenza di L1 su L2, come mostrano i feno-
meni di transfer osservati in letteratura. Ci possiamo percid aspettare che
I'apprendente ricorra alla sua conoscenza linguistica nel processo di svi-
luppo di L2 (Cook 2008).

Il compito dell’apprendente — bambino o adulto — ¢, in ultima analisi, ac-
quisire i dispositivi di esternalizzazione corrispondenti a quelli di L2 nativa,
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cio¢ un particolare insieme di elementi lessicali e funzionali, e di proprieta re-
lative all'ordine superficiale, sulla base dell’evidenza fornita dagli enunciati in
L1 0 L2. Ci possiamo aspettare percid che i dispositivi morfo-sintattici, lessicali
e fonologici di L1 influenzino L2 (Cook e Newson 2007; Cook 2008; White
2003). Seguendo Chomsky (2005), possiamo pensare la GU come I’insieme
di principi che viene imposto sui dati primari a cui il bambino ¢ esposto nel
processo di acquisizione di L1 e che definiscono il formato di lingua possibile:

[...] il nucleo teorico del linguaggio — Grammatica Universale (GU) — deve forni-
re, in primo luogo, un inventario strutturato di voci lessicali possibili correlate o forse
identiche ai concetti che sono gli elementi dei “poteri conoscitivi”, talvolta ora visti co-
me un “linguaggio del pensiero” [...]; e, secondariamente, mezzi per costruire a partire
da questi elementi lessicali la varieta infinita di strutture interne che entrano nel pensie-
ro, nell’interpretazione, nella pianificazione e negli altri atti mentali umani, e che sono
qualche volta messe in azione includendo l'esternalizzazione [...]. (Chomsky 2005: 4)

La Proprieta Basica delle lingue naturali, le categorie semantiche uni-
versali, il lessico del linguaggio del pensiero, e il meccanismo che genera le
frasi sono presenti nel bambino fin dall’inizio dello sviluppo di L1. Infatti, i
bambini molto piccoli capiscono espressioni molto pitt complesse di quelle che
sono in grado di dire, suggerendo l'effetto di restrizioni estranee alla facolta
di linguaggio, come limitazioni nella memoria e nell’attenzione (Chomsky
2005). In altre parole la GU ¢ immediatamente disponibile al bambino, co-
me ci possiamo attendere per una proprieta geneticamente fissata.

4. Transfer e GU

Rivediamo, a questo punto, come il ripensamento della natura della
GU in termini di Proprieta Basica invariante modifica le ipotesi sull’appren-
dimento di L2, all’interno di quello che Chomsky chiama “paradigma bio-
linguistico”. Le opzioni parametriche sono rilette come modi differenti di
lessicalizzare lo spazio semantico del linguaggio tramite il lessico; il processo
di esternalizzazzione interagisce con i fattori dell’esperienza esterna e con i
principi non specificamente linguistici, portando a fenomeni di variazione,
come suggerito in (1).

(1) Proprieta Basica [Merge] + categorie concettuali
differenze linguistiche = esternalizzazione/morfologia e lessico = sistema

SM/sistema C-I

Come abbiano visto, le proprieta basiche/GU restano comunque acces-
sibili, se ¢ tramite queste che le persone si capiscono, anche parlando la stessa
L1. Il ricorso al meccanismo di combinazione permette alle persone di rico-
noscere e interpretare le espressioni linguistiche emesse da altri parlanti. In
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presenza di lessicalizzazioni uniformi si parla la stessa lingua. Possiamo pen-
sare che quindi sia comunque disponibile, sia per 'acquisizione di L1, per
l'uso di L1 e per l'acquisizione di L2. E una proprieta mentale degli esseri
umani. In conclusione, se I'apprendente non acquisisce le specifiche proprie-
ta veicolate e esternalizzate dal lessico di L2, a parte il ricorso alle proprieta
basiche della facolta di linguaggio, potra fare afidamento sui corrisponden-
ti elementi della sua prima lingua. Vi sono prove evidenti e ben note della
rilevanza della Proprieta Basica nel processo di acquisizione di L2. Nel caso
delle lingue di apprendimento, cio¢ L2 acquisite da adulti in maniera spon-
tanea, ¢ delle lingue miste e in generale nei fenomeni di code-mixing, il mec-
canismo combinatorio si preserva indipendentemente dall’esternalizzazione
morfo-lessicale, rendendo possibili espressioni leggibili ai sistemi SM e C-I
(vedi la discussione in Baldi e Savoia 2017, 2018).

Consideriamo brevemente il parametro del soggetto nella prospettiva di
L2. La domanda classica ¢ come fa il parlante a trattare la lingua che acqui-
sisce come lingua a soggetto nullo o a soggetto obbligatorio. Uapprendente
puo applicare la regola che emerge nelle produzioni dell’adulto, per cui in
inglese il soggetto ricorrera sempre, mentre in italiano o in spagnolo questo
non avviene. Resta vero che la scoperta di un eventuale principio sottostan-
te non ¢ evidente né usualmente a portata di una riflessione consapevole da
parte dell’apprendente. Al rapporto tra soggetto e verbo la letteratura ha as-
sociato anche altri fenomeni sintattici: la posizione post-verbale del soggetto
stesso e I’estrazione del soggetto interrogativo dalla frase incassata. Le lingue
che escludono il soggetto nullo escludono anche gli altri due costrutti, come
illustrato in (2) dal confronto tra italiano, inglese e francese.

2) a. (loro) parlano

b. hanno parlato gli autori

c. chi pensi che parlino?

a. *(they) are speaking ‘stanno parlando’
. *have spoken they ‘hanno parlato loro’

c. *who do you think that speaks?  ‘chi pensi che parli?’

a’.  *(ils) parlent ‘parlano’
. *ont parlé les enfants ‘hanno parlato dei bambini’
? *qui pense-tu que est venu? ‘chi pensi che sia venuto?’

Potremmo pensare che la distribuzione del soggetto nullo s obbligatorio
rifletta una differenza nella flessione nominale del verbo, per cui lingue come
I'italiano, a soggetto nullo o pro-drop, possono fare a meno di un soggetto
lessicale espresso in quanto dotate di flessione verbale distinta per persona
e numero, che quindi rende sempre interpretabile il soggetto. Lingue come
I'inglese, il tedesco, il francese e molte altre, dette a soggetto obbligatorio/non
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pro-drop, in quanto totalmente o parzialmente prive di una lessicalizzazione
distinta della persona, richiedono che un soggetto lessicale o pronominale sia
comunque realizzato per ottenere una frase ben formata, cio¢ interpretabile.?
Cosl, in inglese, una frase come are reading a book di per sé si associa sia al-
la 2ps che a tutte le persone plurali; came da solo si riferisce a tutte le perso-
ne. Questa spiegazione non ¢ comunque soddisfacente. Infatti lingue come
il cinese o il giapponese ammettono frasi senza il soggetto espresso (Huang
1984) anche se il verbo manca di flessione di accordo (persona, genere e nu-
mero) col soggetto. E, viceversa, vi sono lingue con flessione di accordo che
richiedono il soggetto espresso.

Il parametro del soggetto nullo (pro-drop) ¢ stato indagato sia in meri-
to all’acquisizione di L1 che in merito a quella di L2 (Cook ¢ Newson 2007;
Cook 2008). Le ricerche di Hyams (1986, 1992) sull’acquisizione dell’ingle-
se come L1 hanno mostrato che nelle prime produzioni i bambini trattano
I'inglese come una lingua pro-drop, producendo frasi come (3):

(3)  read bear book
‘leggo il libro dell’orso’. (Cook e Newson 2007: 211)

Lo stesso fenomeno ¢ stato osservato per i bambini che acquisiscono il
tedesco come L1 (White 2003). Questo suggerisce che la GU non contem-
pla una scelta tra pro-drop o non pro-drop, ma si affida alle prove positive
offerte dalla sintassi delle frasi adulte.

Per quanto riguarda 'apprendimento di L2, Cook (2008) ricorda che
alcune ricerche sull’apprendimento dell’inglese da parte di ispanofoni e fran-
cofoni mostrano che gli ispanofoni hanno una maggiore tolleranza per frasi
inglesi prive di soggetto rispetto ai parlanti con L1 francese. D’altra parte,
parlanti inglesi che apprendono lo spagnolo non mostrano particolari diffi-
colta a omettere il soggetto. Quindi, la prova positiva, cioe l'occorrenza di
determinate strutture, ¢ decisiva nel fissare il tipo di sintassi. D’altra parte,
la mancanza di prova negativa, come appunto nel caso dell’inglese appreso
da ispanofoni, lascia libera 'applicazione di GU, come ci possiamo aspettare
se ¢ il processo di esternalizzazione che guida I'apprendimento di dispositivi
morfo-sintattici delle specifiche lingue. A simili conclusioni portano anche
altri fenomeni di apprendimento di L2, come nel caso dell’elemento inter-
rogativo del cinese mandarino. Nelle interrogative di lingue come l'italiano
e I'inglese, oltre al riordino tra soggetto e verbo, troviamo la posizione alta
dell’elemento interrogativo, che lessicalizza la forza illocutiva, come in (4a,
42’). In cinese questo non ¢ richiesto, e I'elemento interrogativo rimane in

? Lintuizione alla base di questo trattamento ¢ condivisa da numerose teorie del pa-
rametro del soggetto nullo a partire da Taraldsen (1979), Chomsky (1981) fino ad arrivare
Baker (2003).
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posizione argomentale, alla destra del verbo, come in (4b). Saranno sufhcienti
le proprieta lessicali degli elementi interrogativi a attivare il tipo di doman-
da. In italiano e in inglese, gli elementi interrogativi sono dotati di proprieta
lessicali specializzate caratterizzabili come [+Interrogativol; al contrario, in
lingue dove I'elemento interrogativo resta in posizione bassa, come in (4b)
per il cinese, dovremo ammettere che ha proprieta diverse.

(4) a. che cosa farai?

what will you do?

‘che cosa farai?’

b. ni mingtian zud shénme
tu domani fare che cosa?

o,

T
(+INT) "
ni I
mingtiln "

Zud shénme

A differenza degli interrogativi italiani o inglesi, quelli cinesi ricorro-
no anche come quantificatori indefiniti (Li 1992, Lin 2014), implicando
quindi differenti proprieta lessicali e sintattiche che spiegano la diversa di-
stribuzione dei due tipi interrogativi. La forza illocutiva ¢ la stessa, ma lin-
gue come 'italiano e I'inglese la esprimono con elementi specializzati che
segnalano la portata dell’interrogazione, mentre il cinese utilizza quanti-
ficatori che restano nella posizione argomentale. I dati disponibili sull’ap-
prendimento di italiano L2 da parte di madrelingua cinese non mostrano
particolari difficolta per quanto riguarda la posizione alta degli elementi
interrogativi italiani. Questa puo essere vista come una conferma del fat-
to che gli interrogativi cinesi e italiani hanno proprieta lessicali diverse che
non interagiscono nel processo di apprendimento. In sostanza, ci possia-
mo aspettare che la prova esterna sia sufficiente a fissare I'esternalizzazione
dell’elemento interrogativo.

5. Conclusioni

La discussione proposta in questo articolo ha evidenziato come il ruolo
del transfer non ¢ in contraddizione con 'ipotesi della GU in quanto proprie-
ta specializzata del linguaggio, alla base dello sviluppo e del funzionamen-
to della conoscenza linguistica. Per quanto gli approcci tradizionali abbiano
individuato nell’errore e nell’analisi contrastiva tra L1 e L2 i principali ini-
bitori di un soddisfacente apprendimento di L2, la letteratura successiva ha
attribuito al transfer e alle interlingue un ruolo attivo e dirimente nella co-
struzione di L2. Questa conclusione trova un importante fondamento teori-
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co nella revisione del quadro mentalista proposta nei termini del programma
biolinguistico formulato da Chomsky e altri autori in questi ultimi anni. Le
nozioni di GU/facolta di linguaggio e di lingua sono state definite come pro-
prieta conoscitive in rapporto con il processo di esternalizzazione. La nozio-
ne di linguaggio ¢ venuta a coincidere con una capacita cognitiva ristretta,
il meccanismo combinatorio, mentre la sua applicazione implica la relazione
con i sistemi esterni, percettivo/motorio e concettuale/intenzionale. In que-
sta prospettiva, i processi interpretativi entrano in gioco sia nell’acquisizione
che nell’'utilizzo della lingua. A maggior ragione, il ricorso a L1 nell’appren-
dimento di L2 risulta inevitabile nella misura in cui le proprieta basiche del
linguaggio presenti in L1 sono condivise in L2, e la conoscenza di L1 fornisce
le strutture di partenza per L2.
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Abstract:

This article analyzes the differences and similarities between Italian
and Spanish and attempts to identify the most problematic areas.
The mistakes appear where they are not expected and it is interest-
ing to investigate the reasons for this. Most of these errors are due
to the transfer phenomena which interest all levels of analysis, from
lexicon to morphosyntax passing through phonology but in differ-
ent ways. The continuity does not necessarily facilitate learning,
particularly when many elements intervene such as the context, the
type of learning and the learner’s motivation. The linguistic transfer
is a transfer of the habits that have been consolidated in their native
language in the L2, it is also one of the most active mechanisms in
the learning of a similar language. Contrastive Analysis is useful,
not for a purely predictive purpose as it was in the past, because ex-
cluding the use of the L1 from didactics is not sufficient to prevent
possible interference. The learner must have the possibility to access
their linguistic heritage and activate the comparison. The transfer
appears no more as a passive process over the learner but as an ac-
tive process, or rather as a cognitive and communicative strategy.

Keywords: Contrastive Analysis, Interlanguage, Mother Language and
Second Language, Transfer

It is known that Italian and Spanish are two very similar linguistic sys-
tems and this is a dangerous affinity. The apparent simplicity is the biggest
difficulty that can be found in the learning of these languages. Furthermore,
these languages are the ones that are the easiest easy to learn wrongly mean-
ing that it is common for learners to have errors; moreover, they are the most
difficult to master competently. Italian and Spanish seem reciprocally under-
standable, as the structure of their words are similar and sometimes almost
equal, or identical. The perception of closeness can sometimes be a source
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of mistakes that are caused by the transposition of sounds, forms and struc-
tures belonging to Spanish and Italian. These are the effects of the linguistic
transfer, which consists of the linguistic transfer of the habits that have been
consolidated in their native language in the L2, which can sometimes pro-
mote the learning of the Second Language, but more frequently disturb it.
Generally, the interference tends to occur when the learner recognizes some
similarity between the L1 and the L2 and thus formulates assumptions about
the function of the L2 that are based on this similarity.

This article analyzes the differences and similarities between the two
languages, identifying the most problematic areas and attempts to under-
stand the causes. Most errors are produced in phonetics, syntax, and lexicon,
while morphology tends to be spared. Some phenomena arouse curiosity be-
cause they are produced in seemingly harmless areas of the L2, where the
correspondence with the L1 is almost perfect. The importance of the type
of learning chosen is emphasized, in the case of spontaneous learning as it is
more likely to rely on their knowledge than if a guided learning production
is more controlled. It is important to highlight the error from the beginning
to reflect the learner who will tend to choose words that are more distant
from Italian. Equally fundamental are the motivation and social context of
the learner, linked to communicative functions, which can favour or hold
back the learning. The transfer is seen as an active process, in particular as a
cognitive-type strategy, when the L1 is used not only as a source of hypoth-
esis on the L2, but also as a communicative type.

1. The concept of Transfer

The transfer is one of the most relevant issues in the debate on learning
and studying and specifically where similar languages are concerned. Keller-
man and Sharwood-Smith (1986) propose a broader definition of transfer than
the traditional one: Cross linguistic influence or rather “interlingual influence”.

The first definitions of the concept are related to Structuralism and
Contrastive Analysis (CA) which believed that the mother language (ML)
influenced the learning of a second language (SL). The Behaviorists thought
that every learning was conditioned by the previous ones meaning that the
learner tends to transfer in the new language the structures of their native
language (Lado 1957).

With the development of the innatistic theories; instead, the CA is at-
tacked and consequently the theory of the transfer is discredited (James
1980). For many years this thought was neglected and continues to consider
transfer as an inconsistent concept. It was easy to attack considering that the
CA had focused on interference as a linguistic product and it wanted to find
out where the negative action would have occurred, even though it admit-
ted the existence of a positive transfer. The novelty that in the Eighties puts



THE IMPORTANCE OF THE TRANSFER IN ITALIAN-SPANISH LEARNING 347

everything at risk is the change of perspective: it began to be considered as a
“process”, or as a set of strategies for learning and production.

The transfer is not a transfer of linguistic habits, as it was in the past,
but a group of cognitive mechanisms that intervene in each aspect of lan-
guage: pronunciation, morphosyntax, vocabulary, etc. On the basis of this,
the CA should be able to understand that interlinguistic contrasts can po-
tentially create more barriers than remove them (Odlin 1989: 30). There is a
fundamental need to highlight that it is not true; indeed, the differences are
more problematic than the similarities are. This is due to the fact that the
learning difliculties are not always directly proportional to the differences
between the languages. In addition, the transfer does not only occur betwe-
en the ML and the SL, but from any other linguistic knowledge to the new
language. This aspect is very important given that there is usually only the
opportunity to study Spanish after having already learned other languages,
such as English and French.

The acquisition sequences are one of the most accredited criticisms of
the transfer; it would be the same in the L1 as in the L2. Zobl (1980) belie-
ves that the L1 can probably inhibit as well as accelerate the passage, since
interlinguistic convergence promotes the development of Interlanguage while
differences would delay it, facilitating the fossilization. Trying to identify the
linguistic characteristics of the L1 that create difficulties in the L2, together
with the concept of “markedness” is fundamental, and understood in terms
of complexity, low frequency, low productivity, less semantic transparency, or
the estrangement from the basic structures of a language. Eckaman (1977)
affirms that there are some predictable aspects; for example, the more mar-
ked the differences are linguistically between the L2 and the L1 the grea-
ter the difficulties may be. Instead, when the linguistic aspects of the L2 are
different from the L1, but not noticeably; nonetheless there are fewer com-
plexities. These could be valid and diverging explanations for many learning
issues and for the mistakes that are made by learner’s, however, there are so-
me other doubts that need to be clarified such as the possibility to transfer
marked structures where the concept of transferability can facilitate learning,

The perceived distance is understood as the hypothesis formulated con-
cerning the typological proximity between the L1 and the L2, which is expe-
rienced by learners, and it is one of the main mechanisms that activates the
transfer even if the typological similarities do not guarantee the positive tran-
sfer. In order to predict the hypothetical effects of contact between the L1 and
the L2, the notion of distance must be integrated with the concept of “transfe-
rability”, based on the learner’s perception of the structures of the L1. As Kel-
lerman (1983) suggests, the degree of transferability of a linguistic element is
inversely proportional to the degree of markedness in a psycholinguistic sense.

The transferability, within certain limits, is determined by the L1 inde-
pendently of the L2, but some structures are so specific to the L1 that these
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may be neutral, therefore transferable. In others words, some particularly
marked forms can be transferred to a close language, while other poorly
marked structures may be non-transferable in a language that is very dis-
tant from the L1. The hypothesis of closeness allows native Italian speakers
to transfer into Spanish even the most marked forms, so theoretically these
are not loanwords. These processes are not constant in the course of learn-
ing; they evolve concurrently with numerous factors, such as the level of the
learner’s performance and their metalinguistic awareness. Kellerman (1983)
maintains that beginners tend to transfer even the marked forms in the L2,
based on the interlinguistic similarities. Intermediate-level students are more
aware of the actual differences between the two languages and they are dis-
appointed by their mistakes, and would subsequently tend to be more cau-
tious. However, at the advanced stages of learning, learners would again be
inclined to transfer.

This procedure is called U-shaped and it is clearly observable in Italian-
speaking language learners, who approach the new language with confi-
dence, thanks to the similarities, and reach the first results in a short time.
It is followed by a critical phase during which they distance themselves
from the problematic L2 and try to avoid the transfer, but the habit to re-
sort to it will return, also for marked structures. The tendency to mix the
two languages is quite common even at the most advanced levels (Bizzoni
and De Fina 1992).

Recently, Selinker and Lakshmanan (1992) have shown that the trans-
fer is one of the main causes of fossilization. This is also based on the reality
of similar languages learners: often, the rapid initial progress is followed by
fossilization and, unfortunately, the negative effects of the transfer are ex-
tremely difficult to eradicate. Considering the similarities between the two
languages, the fossilization of interference does not inhibit communication
decisively and the learner prefers to remain at the level attained.

In sum, in the specific case of learning similar languages it is necessary
to underline the importance of the initial knowledge, the resources and of
the use of different learning strategies based on the comparison between the
L1 and L2. Furthermore, the variability of the distance perception deter-
mines oscillations between the moving towards and away from the language,
as well as the rapid evolution during the first phases which is followed by a
consequent tendency of braking.

2. Italian-Spanish: language comparison

The language habits associated with the L1 interfere with the learning
of the L2 and they are therefore considered responsible for the quality of the
production of the L2. Such use of behaviors already learned in the past are
automatic and subconscious and can be distinguished as being either positive
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or negative. Positive transfer occurs in cases where the structure to be learned
does not differ from that one already acquired in the L1; hence, the execu-
tions are correct because it is only necessary to transfer the known behavior
to the new situation. Instead, the negative transference gives rise to improper
executions, because the behavior to which the learner is accustomed differs
from that which is to be acquires. Of course, there are incorrect executions
not deriving from the language habits of the L1 and therefore not treatable
in terms of transference (Baldi and Savoia 2018).

The relationship between the transfer and the other processes involved
in the acquisition of the L2 has only been clarified partially. In fact, there
are also present different mechanisms and the individual variations make
any prediction uncertain. In didactics, it is necessary to take into account
the most conspicuous manifestations and the most elusive effects, namely
the avoidance or the overproduction of certain structures. Thanks to the dis-
coveries made by the sociolinguists and the cognitive sciences, the transfer
no longer appears only as a passive phenomenon, undergone by the learner,
but also as an active process, otherwise as a cognitive-type strategy, when the
L1 is used as a source of hypothesis on the L2, or as a communicative type
(Santos Gargallo 1993: 147).

The transfer manifests itself in all aspects of the language, even though it
may be in a different way, where they combine themselves with other mecha-
nisms linked to the acquisition sequences and the linguistic universals. In the
phonetic and phonological field, the influence of the L1 is more evident than
in other areas. In fact, the comparison of Italian and Spanish phonological
systems does not find any particular difficulties, but the phonetic differences
can cause persistent interferences that clearly identify the learner’s ML. While
in French the phenomenon of nasalization multiplies the number of vocalic
sounds as there are 16 phonemes, while Italian presents has seven and Span-
ish has only five phonemes. Given that the distinctive opposition between the
two degrees of openness of /e/ and /o/, present in the Tuscan variant of Ital-
ian, has little functional performance and tends to disappear in the standard
language, it could be argued that on a phonological level the vocalic systems
of the two Languages coincides. However, not all pronunciation difhculties
depend on the L1; among the new sounds for the learner, some of these are
more difficult than others. Spanish does not contain many phonemes that do
not exist in Italian, but phonetically there are numerous new concepts, and
they are often sounds that are unknown in the main European languages,
as they are not present; although the Italian native speaker as a learner could
know these, as they exist in Italian. As in the case of fricatives variants of
the voiced phonemes /b d g/ and the distinction between open and closed
variants of /e/ and /o/ exists in both Spanish and Italian, but with different
distributions. Other obstacles come from the different correspondence be-
tween pronunciation and spelling, as well as the specific interference of the
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Italian regional variants, an element that has to be into account considering
the peculiar Italian linguistic configuration (Barone 1993: 79).

The consonant sounds are a similar, but more articulated and there is
a substantial aflinity on a phonological level, among the few phonemes ex-
cluded from the Spanish there are the unvoiced fricative /x/ and the unvoiced
interdental /6/, and the numerous phonetic contrasts that create persistent
interferences at a productive level as well as the acquisitive difficulties. Con-
versely to the vocalic system, the French consonants show less novelty than
the Spanish ones, among the major difhculties that could be encountered
with the phoneme voiced fricative alveopalatal /3/, which exists in the Tuscan
Italian. Hence, it can be deduced that if for an Italian the Spanish appears
less distant than the French, it is due to the absence of “abnormal” vocalic
phonemes, such as the anterior labial vowels, the nasal vowels, the indistinct
vowels, which instead exist in French (Mazzotta 1984: 174). Thanks to this
affinity, many Spanish words are recognizable to an Italian and the distance
perceived at this level of contact is minimal, the L2 appears like a subsystem
of the L1 rather than an autonomous system.

With regard to morphosyntax, it is more difficult to distinguish the
transfer effects to those related to learning in general, the studies which
tried to deny the evidence of the transfer concentrated on this subject.
Some scholars believe that the transfer of inflectional morphemes, such as
prefixes, sufhix, etc., from the L1 to L2, are rare and irrelevant (Klein 1986:
27) while others afhirm that the pronounced formal similarities make it
possible (Odlin 1989: 85). The word order is very flexible in both languag-
es, the similarities between their negative and interrogative constructions
should allow a positive transfer, contrary to other areas of the syntax where
the Italians experience difficulties due to specific constructions of Spanish,
as the auxiliary forms and the verbal periphrases are complex. Influences
from other second languages may also be detected, and from this perspec-
tive, Spanish offers native Italian speakers’ numerous advantages from the
initial contact, considering that the word order in the sentences is similar,
it is not necessary to apply particular rules for the negative form or for the
interrogative one. Therefore, simple demand-response interactions do not
require acquisitive efforts, the only difference is the graphical signs of the
question. It is rare that with a few elements learned the learner is able to
construct a certain number of sentences, in any learning situation and with
any method of study, it does not occur with any other language. However,
this initial confidence is followed by a phase of discouragement in which
progress is slower and interference is fossilized. The frustration depends not
only on the deceptive affinity, but largely derives from the comparison with
the structural difficulties of the Spanish, for example the use of Ser and Es-
tar, the choice between the indicative and the gerund and the numerous
verbal periphrases. The approach to these structural contrasts increases the
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sensation of distance; the errors do not depend on the affinity between the
two systems but by divergences.

The student’s mind, which is now discouraged by the differences, it is
vital to consider the influences that other languages, which are previously
learned, can have on the learner. A significant example concerns the system
of denial, which has a great parallelism between Italian and Spanish, and
many differences between these two languages and French or English. In
addition to the type of prevailing negation (Neg. + verb), Italian and Span-
ish share an intermediate position between the so-called negation perméable
and the negation imperméable, for example the phrase No ha venido nadie
and Nadie ha Venido in Italian becomes non é venuto nessuno and Nessuno ¢
venuto. Positive transfer is expected from Italian to Spanish, but many stu-
dents often have the conviction that “two dining affirm”, tend to suppress
one even in Spanish, pronouncing sentence such as: * Tengo ni frio ni calor,
* Nadie Sabe Algo (Calvi 1982a: 17).

As far as lexicon is concerned, the beneficial effect of interlinguistic
similarities is known, but the fact that lexical relationships involve negative
interference in cases where formal similarities correspond to semantic or a
different frequency in the use of similar words must not be underestimat-
ed. A key concept regarding the “false friends”, or words that are formally
close but dissimilar in meaning, can be found in some special dictionaries
and also some manuals which contain a more or less full list. For the be-
ginner students it is nice to discovere that in Spanish the word burro means
“donkey” whereas burro in Italian means “butter”, and that aceite means
“0il” in Spanish and “vinegar” in Italian. But not all the false friends con-
stitute an obstacle to learning, in some cases in fact the same word belongs
to completely different contexts in the two languages so, once you pass the
first approach, they are easily recognizable. However, the same cannot be
said of terms which are similar also at the level of meaning because it cre-
ates a dense network of relations between the two languages that could
create confusion at every level of learning, including bilingualism. These
are some examples:

—  Synononymousness or quasi-equivalence of signifier and meanings: the
two languages share a large number of words that give the impression of
an easy compression from initial contact. This favoursthe idea of close-
ness that will fail at the first production attempts. One example is the
word profesor that for an Italian native speaker will tend to become *
professor and the word farmacia that is pronounced as in Italian, omit-
ting the emphasis on the “T".

—  Equivalence or strong formal similarity, with differences in meaning;
which cause the first instances of disappointment in the learner because
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the illusion of an easy comprehension is disproved by the facts, for ex-
ample the adjective embarazada would be too easy to translate with the
Italian imbarazzata (“embarrassed”) while the real meaning in Italian
is “pregnant”.

—  Lexematicaflinity and morphological differences: this difference re-
lates to verbs with prefixes or suffixes. An Italian native speaker tends
to transfer the suffixes when conjugating verbs in Spanish, because of
the perception of affinity, in fact, it is common to add the “o" instead of

“a” in the endings of the Imperfect indicative (* Amabo, if not * amavo,
instead of Amaba).

—  Complete divergence: In addition to the problematic cases listed above,
however, there are also others that underline the actual distance be-
tween the two languages, thus allowing the learner to pay more atten-
tion. A sentence such as «a la izquierda de la alfombra hay una butaca
de terciopelo» («to the left of the carpet there is a velvet armchair») does
not allow one to imagine the meaning leaning on Italian, to be able to
translate this it is necessary to know the new language (Calvi 1995: 87).

As it has already been observed, the perception of proximity and transfer
condition the learning process of Spanish by Italian native speakers in each
of the phases and in every linguistic sector, or more generally the acquisition
of afhinity languages. Therefore, the problem related to transfer are the psy-
cholinguistic aspects of the acquisition of second languages more relevant
for the teaching of Spanish to Italian speakers and Transfer means a diversi-
fied process and not only a negative mechanism that causes production er-
rors known as interference of the LM.

Considering the ways in which the Spanish is perceived by the learners
who are Italian native speakers, it emerges that the feeling of familiarity ex-
perienced initially does not remain constant over time and it does not apply
equally to all aspects of the language. Proceeding in the study, the begin-
ners abandons the initial illusion of being able to learner without any effort:
the affinities have deceptive implications and the structural differences are
higher than expected. The sense of distance strengthens, but the diversifica-
tion are often subtle, and hidden by the similarity.

3. Types of learning

The type of learning chosen represents a decisive element, in case of
spontaneous learning, there is more of an inclination to confide in one’s
knowledge and then fall into this kind of traps. Conversely, if it is a guided
learning, although there is still a tendency to make these errors, the produc-
tion is more controlled and highlighting errors from the initial phases pushes
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the learner to the reflection and therefore he tries to be suspicious of what “it
seems so easy’. The learner will end up to choose words more distant from
the Italian so as to not create confusion, for example between the Comenzar
and Empezar verbs (begin) the choice will fall on the second one because it
is different from the Italian Cominciare. Obviously, not even here can be ex-
cluded influences different than those related to L1, for example the wrong
use of the verb Jugar in the English significance of playing (to play means
both playing a guitar and playing football but not in Italian).

Undoubtedly, the aspect of discourse is the most delicate in terms of
contrastive analysis, considering the difficult interaction of structural and
pragmatic factors. This kind of comparison is particularly useful, in fact it
has been observed that the violation of certain norms during the conversa-
tion in a particular language can be more prejudicial for the communicative
purposes than grammatical errors or pronunciation (Odlin 1989: 48). The
obvious cultural affinities between Italy and Spain reduce the serious mis-
understandings, in the majority of cases, the positive transfer of discursive
strategies favors the communicative exchange. In addition to the aspects al-
ready discussed, the SL learning involves a series of pragmatic and cultural
factors and the methodology adopted by the teacher is decisive because a rig-
idly structuralist approach delays the direct contact with the Target language.
In contrast, the so-called traditional methods promote cultural aspects, even
though literary ones have precedence. On the basis of communicative ap-
proaches, however, there is a more social concept of culture, which includes
the pragmatic implications of linguistic acts. However, despite the emergence
of these methodologies, the acquisition of adequate communicative compe-
tence is still hampered by other factors such as a proper contrastive focus on
the pragmatic regularity typical, which is of the languages in question (Cili-
berti 1991: 45). It could be interesting to extend the CA from the phrase to
the structure of discourse and to the sociocultural levels.

The possibility that an Italian native speaker acquiring a satisfactory
communicative competence in Spanish and a rather large vision of the Span-
ish or Hispanic-American cultural reality, depends on the type of courses,
in addition to the teacher’s commitment and opportunities to have contact
with native speakers or to stay in the Spanish-speaking countries. In any
case, the learner will store various pieces of information of a pragmatic and
cultural nature and come to formulate hypotheses of confrontation between
their own culture and the foreign one. Especially in the first contacts with
the Spanish language/culture, the student tends to perceive and interpret the
new reality based on his conceptual type (Widdowson 1983) and the feeling
of closeness can be stronger at the cultural level than at the linguistic one.
The Italians perceive in the Hispanic world an affinity with their own and
the whole is accentuated by the ease with which they manage to communi-
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cate with the natives, contrary to other countries. Once again, there is the
risk that the perception of closeness, true or presumed, prevents the recog-
nition of differences, thereby reinforcing the weight of cultural stereotypes.

The subject of the Diaphasic variants, or the adoption of styles and regis-
ters adapted to the contextual variants, are particularly difhicult for an Italian
native speaker, and they are rarely addressed in the didactic activities. Mas-
tering an SL which Eugenio Coseriu (1988: 180) defines as “Saber Expresivo”
and understood as the ability to adopt the expressive style most suited to the
communicative situation, is a task that requires prolonged exposure to the
language. In this case the difficulties of Spanish for an Italian native speak-
er are certainly not less than those in any other SL. Many researchers agree
that the entire linguistic experience of learning intervenes in the formation
of Interlanguage, so if the learner knows more than one language, their ap-
proach to learning a third or a fourth one can be influenced. A multilingual
education facilitates the formation of linguistic-cognitive strategies enriched
by the comparison between the different systems (Titone 1981: 359), but the
psychological consequences of knowing many languages are not entirely clear
because, in addition to the doubts about the acquisitive processes there are
also the individual variants. The idea of closeness explains, at least in part, the
greater or lesser transferability of the different elements of the student’s lin-
guistic heritage: the didactic experience together with some research confirm
that in the italophones Spanish the interferences of the French are greater than
those of other SLs; English is less transferable and German is most definitely
not (Calvi 1982a). Even at a cognitive level, nothing prevents thinking that
the learner uses the both L1 and any other linguistic knowledge as a starting
point in formulating assumptions about the new language.

There are many extralinguistic factors, linked to individual variations
(personality, age and attitudes of the speakers) or social (interactive contexts,
prestige of the different linguistic codes) as well as the context of learning,
which intervene in the transfer activation (Odlin 1989). The specific case of
Spanish teaching in Italy, in institutional environments, means there is some
decisive constant which for learning purposes have to be emphasized, such as
the choice of Spanish as a second or third language, placing it in a subordi-
nate position in relation to other languages. The choice can be dictated by the
“ease” of the language, the personal taste, the pleasantness of the sounds and
the sympathy of the speakers. All this accentuates the action of the transfer,
both as recognition of affinities and as a barrier of interference. Exploiting
the linguistic relationship can be an “economic” learning strategy for Italian
native speakers, who are satisfied with the initial results and with the level
achieved without feeling the need to improve it.

The other type of learning is the spontaneous one linked to the interac-
tion with native speakers, this offers a privileged field to study the strategies
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that elaborates the person to interact with the linguistic and cultural reality
in which it is immersed. In the case of similar languages, the use of the trans-
fer of structures or lexes of the L1 in the L2 is considered a highly productive
strategy from a communicative point of view: the more the learner succeeds
in developing hypotheses on the L2, the faster and cheaper the learning pro-
cess will be. Interlinguistic similarities help the processes of understanding
messages in the L2, it will be suflicient to elaborate a simple system of rules
to communicate with the native speakers. The level of performance depends
on different individual and social factors, but the immersion in the reality of
the foreign country can facilitate the result. The use of these strategies cannot
be accepted on a didactic level considering that the exposure to the language
is not suflicient and, consequently, the passage between the various stages of
the Interlanguage is slower and moreover, the transfer involves the negative
implication of the Interference that the teaching must undertake to restrict.

Thanks to the studies of Meo Zilio (1993a: 559), it emerges that the
contact resistance follows a descending order: phonemes-semantemi-mor-
phemes-syntagmas, and that the phonetics and graphics formal similarity is
the most decisive criterion. The phenomena of hybridisation involve the pho-
netic, morphosyntactic, lexical and stylistic plan, at the same time. They are
inversely proportional to the degree of awareness of the L1 and directly pro-
portional to the pressure of the L2. On a lexical level all the different forms
of contamination are recorded: loans, casts, false etymology and hybrids. In
other words, in countries where immigrants are a homogeneous group tend-
ing to preserve their identity with respect to the local environment, the L1
does not undergo any significant variations, even accepting influences from
the L2. If the awareness of belonging to a well-defined group is lacking, the
phenomena of contamination takes field, and if the similarities between the
two linguistic systems are strong, there is the risk that the speaker could mix
them. It could be concluded that in the reception of Spanish linguistic-cul-
tural reality by Italian native speakers distance and closeness are combined,
generating reactions of sympathy: “the new culture is not so equal to its own
to be boring, nor so distant from discourage any effort made to approach
to” (Calvi, 1995: 95).

In summary, although it is impossible to draw a precise map of inter-
linguistic influences on discourse, it is justified to think that the transfer of
discursive structures interacts with the action of other subsets, in particular
with the Syntax and Semantics (Odlin 1989). In conclusion, the active use of
the transfer as a communicative strategy is particularly relevant in the con-
texts of spontaneous acquisition. In institutionalized teaching it is necessary
to control the acquisitive process in order to avoid the fossilization of inter-
languages particularly contaminated by L1, but it is useful to reinforce the
cognitive strategies activated by the Learner in a spontaneous way.
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4. Examples of interference errors in English L2 learning in Spanish-speaking
speakers

Clearly, the first impact with the Spanish phonic chain causes an im-
mediate sensation of familiarity, thanks to the substantial coincidence of the
vocalic systems, although in theory the Italian vocalic phonemes in a tonic
position are seven against the Spanish five. Consonantism is also similar,
but the question appears to be a little more complex. First of all, the Spanish
consonantic phonemes are less than the Italian ones (18 versus 21), there are
also some phonemes that exist in Italian and not in Spanish such as the two
alveolar affricates /ts/ and /dz/, and the voiced palatal affricate /ds/.

These gaps create numerous errors that derive from the difficulty of
articulating non-existent sounds in Spanish. It is precisely in the phonetic
facts that the influence of the native language is more tangible, and the phe-
nomenon of the most widespread interference. It happens for two reasons:
firstly, because the phonological aspects of two languages, even though they
are different, always have areas of partial overlap in which true or presumed
similarities can be apparent; secondly because, even in the case of similar
languages, there will always be elements of divergence that are able to mis-
lead the learners.

However, the negative transfer action is not limited to the different
sounds between the L1 and the L2, but it often affects shared fono. The dif-
ficulty, therefore, would lie in the greater complexity of the system of affri-
cates in Italian compared to Spanish, a complexity that generates errors of
confusion before that interference, as often happens when moving from a
simple system to a more articulated one. Similar errors are also found in the
transcription of the phonic sequences, which often reveal a low or partial
assimilation of the phonetic and graphematic system of an L2. Languages
are made up of habits and rules that may constitute a hindrance where the
learner extends them beyond their scope, or he applies them with the same
criteria with which he would employs them in the LI.

A useful example to support this theory is that presented by Andrea De
Benedetti (2006), based on his personal experience as a teacher of Italian at
the University of Granada, about how to teach the language to different types
of students. The data collected refer in particular to students of two faculties:
Translation and interpretation and letters and philosophy. Some examples of
errors made by Spanish speakers who study Italian are:

—  The use of the graphic accent on paroxytocons and proparoxyitons:

ex. prdtica, linguistica, philologia, etc.

—  The graphic decomposition of derivatives of -che: ex. per che, giache,

cosiche, etc.;

—  The improper use of articles and adjectives: ex. I/ specchio, un stu-

dio, etc.;
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—  The graphic decomposition of some compounds: ex. cio é, sopra
tutto, etc.;

—  The omission of initial “¢” before “s” (hypercorretism): ex. scluso,
sisprime, all’sterno, etc.;

—  The addition of initial “h” or at the body of word: ex. hygiene, hi-
potesi, technologie (in this case there is maybe an interference of an-
other L2, probably the French), etc.;

—  The realization of impossible phonetic sequences in Italian: ex. ac-
cantto, vincci, calzzone, etc.;

—  The reduction of infrequent consonant links such as -ct, -pt, -nst,
-nm, -mn, -ns: ex. prodocto, roptura, instituto, alumni, mensaggi,
inmaturo, etc.;

—  The disortography in the transcription of geminate consonants: ex.
necessarie, imagine, ufici, proffessori, problemma, datto, etc.;

—  Thedisortography in the transcription of vowels, most of which seem
to be more related to reasons of lexical and phonetic interference:
ex. maraviglioso, patientia, megliore, popularira, enviato, reconoscere,
circulare, etc. (De Benedetti 2006: 210).

If the learning of the sound of an L2 is significantly affected by the as-
similated and consolidated habits in one’s native language, the morphology
seems to be an area less subject to transfer episodes, and not only between
distant languages. Morphology is the identity of a language and therefore
represents the area in which the distance between two languages Is most felt,
especially among those that in all other respects are quite similar. Some ex-
amples related to the transfer are:

—  The dissolution of articulated prepositions: ex. a la, in la, su la,
etc.

—  'The failure to appear the suffix -isc in the third conjugation verbs:
ex. si proibe, quando fine la lezione?, etc.;

—  The use of the ending in -a for the first person of the imperfect: ex.
io andava, io dormiva, etc.;

—  The use of the thematic vowel “a” instead of “e” for the future and
the conditional simple in the first conjugation verbs: ex. cominciaro,
amaro, cominciarei, etc.;

—  The use of the verb piacere in the first person of the conditional sim-
ple and composed: ex. mi piacerei andare al cinema, mi sarei piaciuto
mangiare un gelato, etc.;

—  The use of the auxiliary avere in compound times: ex. ho andato, si
hanno approfittato, etc.;

—  The use of the perfect simple essere for the verb andare: ex. l'anno
scorso fu in vacanza in Italia;
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—  The plural declination of the indeterminative un/una: ex. avrei bi-
sogno di uni consigli, etc.;

—  The use of suo in place of loro as possessive of third person plural:
ex. Marco e Lidia sono venuti con i suoi figli;

—  The use of ogni and gualche at the plural: ex. ogni persone, qualche
volte, etc.;

—  The use of gualcuno as an indefinite adjective: ex. qualcune sveglie,
qualcuno computer, etc. (De Benedetti 2006: 212).

It is interesting to dwell on some of these phenomena because some of
which have also a lexical interference, such as the use of the perfect simple
to be for the verb andare. The agreement of the verb piacere with the first
person of the simple and composed conditional is particular relevant. It is a
quite curious fact, because the Spanish equivalent gustar presents the same
type of Italian construction, in which the logical subject (“I”) is in the dative
case, while the complement plays the role of the grammatical subject. There-
fore, it is a construction, which is different from that envisaged in English for
the verb “to like”, in which the logical and grammatical subject coincide (1):

(1) a. Mi piace il gelato
b. Me gusta el Helado
c. I like ice cream. (De Benedetti 2006: 212)

In Spanish, the first and third persons of the conditional are the same
in all three conjugations, presenting the same ending in — fa which is applied
to the verb root: therefore, the first and third persons of guszar are also equal,
and for Hispanophones this alters the perception of their own language, per-
suading them that the verb guszar functions as to like and that its subject is
actually a first person, thus, they will produce an incorrect form in Italian.

A similar phenomenon is also produced in the case of the error concern-
ing the agreement of ogni and gualche with plural nouns. Even in this circum-
stance the Spanish reason according to logic and not according to gramm