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Abstract. In this study, decision tree regression, artificial neural networks (ANN) and 
support vector machines (SVM) methods are applied by using monthly data for the 
period 2013-2020 in the estimation of housing sales in Turkey. In the analysis, the vol-
ume of individual mortgage loans offered by banks, the average annual interest rate of 
mortgage loans from macroeconomic and market variables, the consumer price index 
(CPI), the BIST 100 index, the benchmark bond interest rate, gold prices and the val-
ues of the US dollar and Euro Turkish lira and the housing sales price per square meter 
in Turkey are used. As a result of the analysis carried out on the model created house 
sales prices in the Turkish housing market have been successfully estimated and in the 
light of these estimates, it is determined that banks can guide banks in the creation of 
various credit packages and appropriate loan targets to support the housing sector.

Keywords: Home sales price prediction, Decision tree regression, Artificial neural 
networks, Support vector machines.

JEL codes: O18, R33.

1. INTRODUCTION

The need for housing, as well as a durable consumer good and an 
investment vehicle, is an important feature that distinguishes the hous-
ing market from other markets (Lacoviello, 2000). The revival in housing 
sales in the housing market will positively affect the development of the 
construction sector. Mobility in the construction sector will have a domi-
no effect and affect its sub-sectors and contribute to the economic growth 
of countries. Therefore, it is important that demand and supply changes in 
the housing market are accurately predicted. In terms of financing, fore-
casts for demand and supply in the housing market will guide the bank-
ing sector in establishing credit and product targets to support the housing 
market. By taking advantage of these forecasts, banks will be able to help 
the housing market grow steadily by creating new low-cost and affordable 
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product packages and credit campaigns for the needs of 
the housing market.

In addition, the housing market has been affected 
in different dimensions in the COVID-19 global pan-
demic that has affected the whole World. In line with 
the restrictions experienced during the epidemic pro-
cess, it is seen that households who have to spend more 
time in housing have started to prefer detached gar-
den houses and this trend is thought to increase in the 
future. This will lead to increases in demand for differ-
ent types of housing. In addition, it is foreseen that the 
supply-side problems experienced during the epidemic 
process will continue. Inflationary pressures, especially 
in countries, and the resulting cost and interest rate 
increases on mortgage loans are among the significant 
problems of housing supply. These changes expected 
after the epidemic in demand and supply make it inevi-
table to make demand predictions using current meth-
ods for housing markets in developing countries, espe-
cially in Turkey.

The housing market is both an important indicator 
of the economy and an important indicator of consumer 
spending and total prosperity (Greenwood and Hercow-
itz, 1991). The housing sector has a close relationship 
with other sectors and the vitality of the sector drives 
other sectors (Öztürk and Fitöz, 2009, p.23). For these 
reasons, it is important to estimate the housing market. 
In the literature, Abidoye and Chan (2017), Mohd Radzi 
et al. (2012), Nguyen and Cripps (2001), and Zainun et 
al. (2010) used artificial neural networks in their stud-
ies of the housing market. One of the objectives of our 
study is to evaluate the results of decision tree regula-
tion, support vector machines and artificial neural net-
works methods in the forecast of the housing market in 
Turkey. In addition, it is to emphasize the importance 
of incentives and policies to improve this sector due to 
the importance of the housing market in the economy. 
Another goal is to guide the financial and banking sec-
tor in the development of new products and services for 
the housing market.

In the study, a preliminary estimate of housing sales 
prices was made by using the importance of the housing 
market in the economy, bank mortgage loan volume and 
some macroeconomic and market indicators as varia-
bles. In the study, decision tree regression, artificial neu-
ral networks and support vector machines methods and 
the estimation of housing sales prices were investigated 
using Turkey’s monthly data for the period 2013-2020. In 
the data set of the model, consumer price index (CPI), 
volume of individual mortgage loans of banks, average 
annual interest rate of mortgage loans, benchmark bond 
interest rate, gold prices, Euro and US dollar Turkish lira 

value, BIST 100 index and average Turkish housing sales 
price per square meter variables were preferred. The 
number of scientific studies that emphasize the impor-
tance of the housing market in terms of economic struc-
ture and research the structural characteristics of the 
housing market for the Turkish economy is limited in 
the literature.

When some of the limited studies were examined, 
Özkan et al. (2007) used artificial neural networks and 
regression methods for housing price estimation in 
Selçuk district of Konya. In Selim (2009) study, he used 
hedonic regression and artificial neural networks meth-
ods to estimate house prices using 2004 household budg-
et survey data for Turkey. Temür et al. (2019) estimated 
housing sales in Turkey using 124 months of data for the 
period 2008-2018.

In the study, the conceptual framework related to 
the importance of housing finance and the financial sup-
port provided by banks to the housing market will be 
examined, and research on housing market sales and 
sales price will be included in the literature section. In 
the ongoing sections of the study, the methods and 
methods used in the forecasting of housing sales will be 
examined and evaluations and recommendations will 
be made in the result section. Another purpose of this 
study is to support the policies of regulatory and sup-
portive institutions for the housing market thanks to 
this model. In this way, these institutions will be able to 
perform actions that will bring households together with 
more predictable house prices.

2. HOUSING FINANCE AND ITS PLACE IN THE 
ECONOMY

Housing finance is the way to direct those who need 
funds to obtain housing from those who have surplus 
funds, i.e. from the resources of savers. In other words, it 
is the meeting of those who offer funds for housing pur-
chase and those who demand funds (Kömürlü and Önel, 
2007). A good housing finance system created in accord-
ance with the needs is expected to both increase hous-
ing supply and improve housing quality (Berberoglu and 
Teker, 2011).

It has come to the fore that the costs of housing 
investments are quite high and that people who want 
or demand housing needs do not have the savings to 
cover this cost with their income at a time, and that 
there should be a form of financing that they can easily 
finance by spreading their payments over the long term. 
In this context, mortgage loans that are used by showing 
the housing guarantee requested in exchange for loans 
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and establishing mortgages on them form the basis of 
housing finance (Ayan, 2011).

The indirect or direct effects of the housing market 
on the economy are realized by housing investments. 
Housing investments directly affect the economy by 
increasing employment opportunities, while increased 
demand for construction materials and other durable 
consumer goods indirectly affects the economy. Hous-
ing investments in the housing market contribute to 
economic growth through their impact on employment, 
labor productivity, total savings and investments (Harris 
and Arku, 2006). Residential manufacturing in the con-
struction sector and other related sectors are accelerat-
ing economic growth. 

3. LITERATURE RESEARCH

The factors in the formation of house prices and the 
studies aimed at estimation are mainly divided accord-
ing to the use of micro and macro variables.

In studies using micro variables, the properties of 
the housing unit are used. These include variables such 
as the number of rooms (such as the number of halls 
and bathrooms), space it covers, parking lot it has, the 
gym, spa, garden and children’s entertainment areas, etc. 
In addition, variables such as the distance of the dwell-
ing to the city center, the characteristics of the region 
you are in, the proximity to the metro, etc. are also used. 
Abidoye and Chan (2016), Abidoye and Chan (2017), 
Deng et al. (2018), Ecer (2014), Jayasekare et al. (2019), 
Pai and Wang (2020), and Yilmazel et al. (2018) have 
tried to estimate housing prices using the microvariabil-
ity listed above.

The impact of the above-mentioned micro variables 
in the forecast of house prices, as well as the economic 
fluctuations experienced by countries, i.e., macroeco-
nomic variables and changes in market indicators, on 
house prices is undiscussable. In our study, we wanted 
to test the ability of these macro variables to predict 
house prices. For this purpose, macro variables, which 
are subject to studies as a second aspect in the litera-
ture, should predict housing sales and prices and stud-
ies on the effect of these variables on house prices are 
given in detail below.

Cho (1996), Mankiw and Weil (1989), Painter and 
Redfearn (2002), Poterba (1991), and Rapach and Strauss 
(2007) investigated the effectiveness of the housing mar-
ket using some variables showing housing market and 
macroeconomic sizes in their work. In these studies, 
the importance of demographic factors, consumer price 
index, real income, borrowing restriction, unemploy-

ment rate, construction costs, etc. were emphasized in 
explaining the mobility in house prices.

In Painter and Redfearn (2002), which examined 
the effects of interest rates on housing rates and hous-
ing starts, they investigated U.S. housing markets. Some 
demographic and economic variables selected by house 
prices, interest rate, income were used in the data set. 
Peer integration tests and Vector Error Correction mod-
el were analysed with quarterly data from 1965-1999. 
According to the results obtained, there was a negative-
directional relationship between housing rates and hous-
ing starts in the short term, while the effects of interest 
rates on housing starts decreased in the long term.

Wong et al. (2003) in his study for Hong Kong 
examined the effects of interest rates on house prices for 
both inflationist and deflationist periods. As a result of 
the study using the granger causality method, a positive 
relationship was found between interest rates and house 
prices in the deflationary period, while it was found that 
there was a negative-directional relationship in the infla-
tionary period.

In his study, Leung (2004) emphasized a strong cor-
relation between macroeconomic factors and the hous-
ing market. He stated that the cycles experienced in the 
housing market in many years will change the macro-
economic structure of the countries. He stated that glo-
balization and financial integration and housing market 
performance, especially in emerging economies, will 
shape the housing market finance and capital markets 
of these economies and this should be investigated for 
years to come.

Goodhart and Hofmann (2008) analysed the rela-
tionships between loan and house prices and monetary 
variables. Panel data analysis method was used in the 
study by using the quarterly data of 17 industrialized 
countries for 1976-2006. It has been determined that 
there is a positive and strong relationship between hous-
ing prices and mortgage loan and growth in monetary 
variables. A bi-directional Granger causality relationship 
was found between house prices and other variables.

Priemus (2010) investigated the effects of the mort-
gaged housing market crisis on the credit markets and 
housing market in 2008. In the study, the data of the 
Dutch housing market for the years 1998-2009 were 
examined. It was concluded that the Dutch housing 
market was significantly affected by the crisis, housing 
construction activities decreased significantly during the 
crisis, and even housing prices decreased significantly.

Duan et al. (2018) used subject prices as dependent 
variables, and macroeconomic variables such as person-
al disposable income, real interest rate, unemployment 
rate, mortgage loan volume, current account balance and 
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housing investment amount as independent variables in 
their study using dynamic spatial panel data method. 
They stated that the degree of change in macro variables 
not only determines the degree and direction of market 
real estate price movements, but also has the ability to 
affect the global housing market balance.

Temür et al., (2019) estimated the house sales in 
Turkey with 124 monthly data for the period of 2008-
2018 in their study. In the study, by a hybrid model con-
sisting of ARIMA (Autoregressive integrated moving 
average) and LSTM (long short-term memory) methods, 
it was concluded that the housing sales in the housing 
sector were estimated to be as close as possible to the 
real value.

In the studies conducted in the field of the housing 
sector with machine learning in the literature, it is seen 
that these methods are successful in estimating house 
prices close to the truth. These studies are listed below.

Nguyen and Cripps (2001) examined the estima-
tion of house sales using micro variables by comparing 
the method of artificial neural networks and multiple 
regression analysis. Sales prices, area of the apartment, 
age of the building, number of rooms and bathrooms 
were used in the study. In the present study, it has been 
determined that the artificial neural network method is 
more successful if the correct data are selected.

Limsombunchai and Samarasinghe (2004) used an 
ANN model to predict house prices in a city in New 
Zealand. As a result, they reached an estimation result 
close to the real value.

Khalafallah (2008) predicted real estate sales with 
artificial neural networks using macro variables. The 
variables used in prediction; interest rate, time, change 
of sales over years, average sales period, change in unit 
value of sales compared to the previous year and trans-
action volume. As a result of the study, it reached the 
real value of sales with a tolerance of ± 2% with the 
method of artificial neural networks.

Li et al. (2009) tested the strength of the support 
vector regression method in predicting property pric-
es in China. To this end, he compared the home price 
estimation performance of the support vector regres-
sion method with the performance of the back propaga-
tion neural network method using the macro variables 
of disposable income, real estate development invest-
ment amount, consumer price index, loan interest rates 
with quarterly data covering the period 1998-2008. They 
found that the support vector regression method per-
formed better in estimating the house price.

Ghodsi et al. (2010), in their study on the estima-
tion of Iranian housing prices, tested economic variables 
including income from oil, housing price index, general 

price index, cost of construction materials and gross 
domestic product (GDP) using artificial neural networks 
architecture. According to the test results, back propaga-
tion artificial neural network technique (MAPE- Mean 
Absolute Percent Error) 0.11698 has been formed. They 
considered successful the estimation of the relevant 
macro variables on subject prices.

Ecer (2014) made a house price estimation by using 
the data of 610 houses belonging to 2013 in Karşıyaka 
district of İzmir. He used the hedonic model and the 
MLP model, one of the artificial neural network models, 
in estimating the house price. The variables used in the 
model are 83 micro variables belonging to residences. 
When the results of the two models are compared, it is 
the result that artificial neural networks predict more 
successfully than the hedonic model. In the hedonic 
model, the size of the house, dressing room, shower 
cabin in the residence, en-suite bathroom, jacuzzi, cellar, 
built-in wardrobe, blinds, built-in kitchen, water heater, 
indoor garage, elevator, outdoor swimming pool, prox-
imity to primary school, proximity to the pier and sea 
view were found to be the most important factors affect-
ing house prices.

Demirel et al. (2016) conducted an application in 
Talas and Kocasinan municipalities in their studies for 
the province of Kayseri, and it was stated that artificial 
neural networks achieved very good results in the valua-
tion of flat-type houses.

Using multiple linear regression, Grum and Govekar 
(2016) analyzed a model that uses macro variables to 
demonstrate the relationship between housing prices and 
macroeconomic indicators in different socio-culturally 
diverse regions in Sloveyna, Greece, France, Poland and 
Norway. They used the observable stock index, unem-
ployment rate and industrial production index in these 
countries as macroeconomic indicators. As a result, they 
stated that there is a high correlation between macro-
economic indicators and house prices, especially in the 
unemployment rate and housing prices.

Li and Chu (2017) tried to predict the real estate 
price change in Taipei with macro variables by using 
back propagation and radial basis function neural net-
work methods. In the period between 2005 and 2015, 
macroeconomic indicators such as gross domestic prod-
uct, m2 money supply, housing price index, gross nation-
al product, growth rate, housing prices / gross national 
product ratio, consumer price index, new housing loan 
volume They used it in the estimation of change. They 
concluded that the relevant macroeconomic variables 
were not sufficiently successful in predicting housing 
prices.

Abidoye and Chan (2017) used the artificial neural 
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networks method in property valuation in Lagos metro-
politan real estate market. In the study, real estate sales 
transactions data (11 independent variables and property 
values) were obtained from real estate companies operat-
ing in Lagos, Nigeria. 370 data and 11 independent vari-
ables were used to estimate the house price in Nigeria. 
As a result, it is concluded that ANN models perform 
well in predicting house prices accurately and are suit-
able and reliable for property valuation.

In Yılmazel et al. (2018) artificial neural networks 
method was used in estimating house prices for sale in 
Eskişehir housing market in Turkey. Many different 
physical characteristics such as the size structure of the 
houses, the number of rooms, whether they are on the 
first floor, the total number of floors in the residence, 
whether there is central heating, the number of bath-
rooms and elevators, built-in kitchen, parking and fiber 
internet connections, the neighbourhood where the resi-
dence is located and the tramway Models with distance 
variables were established. As a result of the study, it was 
determined that the ANN method is an effective tool in 
estimating house prices.

Pai and Wang (2020) tried to satisfy Taiwan hous-
ing prices using the methods of least squares vec-
tor regression, decision tree, general regression neural 
networks and back propagation neural networks. In 
order to estimate house prices, 23 variables (number of 
rooms, distance to the city, park width, etc.) that deter-
mine the basic characteristics and location of housing 
types were used as independent variables. They con-
cluded that the predictive power of the machine learn-
ing methods used in the results is applicable to house 
prices. However, these methods are quite successful in 
terms of the results of least-squares vector regression 
compared to other methods.

Ghodsi et al. (2010) used economic variables includ-
ing income from oil, general price index, housing price 
index, gross domestic product (GDP) and cost of con-
struction materials as independent variables in their 
study on the estimation of Iranian housing prices. They 
used artificial neural network architecture as a method. 
According to the test results, back propagation artificial 
neural network technique (MAPE-Mean Absolute Per-
centage Error) was 0.11698. They found the estimation 
on the subject prices of the relevant variables successful.

4. MATERIAL AND METHOD

In the study, artificial neural networks, decision 
trees regression method and support vector regression 
were used from machine learning methods to estimate 

the price of housing m2 in Turkey. Statistical analysis 
methods were used to determine which of these methods 
was more successful.

4.1 Data Set

In this study, three different machine learning 
methods were used to estimate the price of residential 
m2. These are artificial neural networks, decision trees 
regression method and support vector regression meth-
ods. In the models designed, 9 variables were deter-
mined as inputs to estimate the price of house square 
meters (m2) in Turkey with output value. The study used 
the following data for 95 months between January 2013 
and November 2020 as input variables:
• Central Bank of the Republic of Turkey (CBRT) 

House Price Index
• Mortgage Loan Average Annual Interest Rate
• Dollar/TL
• Euro/TL
• BIST 100 Index
• Consumer price index (CPI) (2003=100) (TURK-

STAT) (Monthly)
• 2-Year Government Bond Indicator Interest (%)
• Gold ($1 Troy Ounces)
• Individual Mortgage Loans (Thousand TL)

4.2 Support Vector Regression

It is a machine learning algorithm based on super-
vised learning theory that uses statistical calculation 
methods recommended by Vapnik for the solutions of 
classification and regression problems (Vapnik, 1999). 
Support vector machines (SVM) are a type of machine 
learning tool which can solve classification, regression 
and innovation detection problems with better generali-
zation compared to other learning algorithms. The type 
of SVM used in regression applications is called SVR 
(Support Vector Regression), and the type used in classi-
fication applications is called SVC (Support Vector Clas-
sification).

The principle of operation of the SVM is based on 
the estimation of the most appropriate decision func-
tion that can distinguish between the two classes, in 
other words, the identification of hyper-plane, which can 
most appropriately distinguish between the two classes 
(Kavzoglu and Çölkesen, 2010). SVM is divided into two 
according to the linear detachment and inability to sepa-
rate the data set (Vapnik, 1999). 

Linear support is called the optimal hyperplane in 
vector machines, which linearly divides the data set into 
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two. Although many decisions can be drawn correctly, the 
most important decision is to determine the right one.

If the training data consisting of a number of 
examples for the training of SVM in a linearly detach-
able two-class classification problem is considered {xi, 
yi }10, i=1,...,k, the optimal hyper-plane inequalities are 
as follows:

 w ∙ xi + b ≥ +1                      y = +1 (1)w ∙ xi + b ≤ +1                      y = –1

Here x ∈ RN shows an N-dimensional space, w 
weight vector (normal of hyper-plane), y ∈ {-1, +1} class 
labels and b trend value (Osuna, 1998). In order to deter-
mine the optimum hyper-plane, it is required to deter-
mine the two hyper-planes that will form the parallel 
and boundaries of this plane. The points that make up 
these hyper-plane are called support vectors, which are 
expressed as w ∙ xi + b = ± 1. Figure 1 show the linear 
support vector machine (Adar and Kilic Deli, 2019).

Nonlinear SVM are algorithms used if the data set 
cannot be separated by a linear function with a full or 
specific error. In real-life problems, it is often not pos-
sible to separate a data set linearly with the hyper-plane. 
In this case, the problem caused by the fact that some of 
the training data remain on the other side of the optimal 
hyper-plane is solved by the identification of a positive 
artificial variable (ξi). The balance between maxing out 
the limit and making misclassification errors minimum 
can be controlled by defining an editing parameter (0 < 
C < ∞) indicated by the positive values area and C. Non-
linear optimization problem here (Kavzoğlu and Çölkes-
en, 2010):

 (2)

Depending on the limitations:

yi (w ∙ φ(xi) + b)-1 ≥ 1 - ξi        ξi ≥ 0 ve i = 1,…,N  (3)

Support vector machines can make nonlinear trans-
formations with the help of kernel function and in this 
way allow for high-size linear separation of data. Data 
that cannot be separated linearly in input space is dis-
played in a high-dimensional space defined as a property 
space. Thus, the data can be distinguished linearly and 
the hyper-plane between the classes can be determined 
(Kavzoğlu and Çölkesen, 2010).

It is essential to determine the kernel function to 
be used for a classification process with support vector 
machines (SVM) and the optimum parameters for this 
function. The most used polynomial function in the lit-
erature is radial-based function and normalized polyno-
mial kernel functions.

4.3 Decision Trees Regression

The decision tree method is one of the important 
machine learning techniques used in forecasting and 
classification. In this method, it is a model that exam-
ines the relationships of arguments with each other and 
the dependent variable in the form of trees. In the tree 
model, decision-making points are called nodes. In the 
tree model, the starting node, which contains all the 
relationships between variables and is the most complex 
node, is called the root and begins with the tree struc-
ture. According to the relationship between the argu-
ments, each time with a binary branching, the hetero-
geneous in the plot is divided into sub-nodes that are 
homogeneous in another (Takma et al., 2017).

Figure 1. Linear support vector machine (Adar and Kilic Deli, 2019).
Figure 2. Conversion of data to a higher size with kernel function 
(Kavzoğlu and Çölkesen, 2010).
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The decision tree ranges arguments according to 
information gain. When a value is asked to be learned 
from this range during the prediction, the average of the 
values in the range it learns during the training is found. 
That is why decision tree regression is cut, not continu-
ous, like other regression models.

The decision consists of two basic stages: split-
ting and pruning. Splitting is a recurring stage that 
allows data in the data set to be divided into smaller 
sub-groups. The first phase begins with the root node 
containing the entire dataset. In the following stages, 
the nodes containing subsets of the data are processed. 
Variables are analysed and the best splitting process is 
selected after each split operation. After a tree is cre-
ated, deforestation is used to find unwanted sub-trees or 
nodes. With the budding process, these can be removed, 
and the decision tree can be expressed in a more general 
way. The stop criterion includes several stop rules, tree-
building algorithms. These rules are usually based on 
several factors, such as maximum tree depth, the mini-
mum number of elements handled for partitioning on a 
node, and the minimum number of elements that should 
be in a new node (Shooting and Karasoy, 2013).

Decision Trees try to maximize information gain by 
making choices that reduce the entropy value of the cur-
rent situation. To do this, it recalculates the error func-
tion on each node and selects the state with the lowest 
error. There are many decision tree algorithms devel-
oped to create the decision tree structure. Decision tree 
algorithms typically expected to create the most appro-
priate decision tree structure that minimizes generaliza-
tion error (Aytuğ, 2015). One of the approaches used to 
create a decision tree is the use of criteria for node allo-
cation. Chaid, Cart, Mars, Quest, Sliq, sprint, ID3, C4.5, 
and C5.0 are among the node allocation criteria used.

CART is a non-parametric statistical method that 
uses decision trees to solve classification and regression 
problems using both categorical and continuous varia-
bles. If the dependent variable is categorical, the method 
is called classification tree and continuously regression 
trees (Deconinck et al., 2005). The CART algorithm has 
a structure that creates binary decision trees by sepa-
rating the relevant set into two subsets that are more 
homogeneous than another at each stage. The best argu-
ment is selected using impurity and variability in change 
measures (Gini, Twoing, smallest squares deviation). 
Here, the goal is to produce the most homogeneous sub-
groups of data possible for the target variable.

The CART algorithm, in which each node is divided 
into two at each stage, uses the Gini integrate from these 
impurity criteria developed to select the best division, 
such as Gini and Twoing, in determining each division 

point (Deconinck et al., 2005). Ginileft and Giniright values 
are calculated for splits on the left and right sides in each 
attribute (Güner, 2014):

 (4)

 (5)

where k shows the number of classes, T shows the num-
ber of instances on a node, Tleft shows the number of 
instances on the left node, Tright shows the number of 
instances on the right node, Li shows the number of 
instances in the i category on the left node, Ri shows the 
number of instances in the i category on the right node.

The Gini index value is calculated by the following 
formula, n is the number of rows in the training data for 
each j attribute.

 (6)

4.4 Artificial neural networks

Artificial neural networks are inspired by the func-
tioning of the biological neuron structure of organisms. 
Artificial neural networks (ANN) are a modelling tool 
used to solve complex problems that are accepted by 
many disciplines. Artificial Neural networks consist of 
a series of interconnected parallel structures known as 
neurons or nodes. 

An artificial neural network consists of three basic 
functions: input, hidden and output layer. The input lay-
er (x1, x2, ..., xn) transmits the information they receive 
from the external environment to the nervous system. 
Input values taken into the artificial neural network 
model are multiplied by coefficients called weight (w1, w2, 
..., wn). Weights are coefficients that determine the effect 
of inputs through the nervous system, and appropriate 
values are available through trial and error. Entries are 
then multiplied by the weights to which they belong, and 
the threshold value is added to the result. The result is 
passed through the activation function and transmitted 
to the output. If the signal is below the threshold value, 
the output is not produced; output is produced on it. The 
output layer is the layer where the result is sent to the 
outside world (Diamond, 2018). Artificial neural network 
function:

 (7)
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where n is the number of inputs, x is the input neuron 
of the network, wij i. neuron with j. the weight of the 
connection between the neuron, θj represents the cell’s 
threshold value and y the output value. The output value 
of the network is obtained by going through the acti-
vation function of the resulting value (y), as shown in 
Equation 8.

y=f(NET) (8)

Activation function has linear and nonlinear forms: 
linear, step, sigmoid and tangent hyperbolic. When 
selecting the activation function, it is important to make 
the derivative easily calculable.

Artificial neural networks have two network archi-
tectures: forward-feed and feedback networks accord-
ing to the direction of connections and flow within the 
network. Forward-feed networks consist of three layers: 
input, output, and at least one hidden layer. The num-
ber of nodes in the hidden layer and hidden layer var-
ies according to the structure of the network. Each node 
in the input layer depends on each node in the hidden 
layer. The output values of each layer are called forward 
feeds to move toward the output so that the input value 
of the next layer is. The purpose of feedback networks is 
to optimize the error value by optimizing the weights. 
Input data is spread over the network to find out an esti-
mate of the output. Weights are systematically updated 
according to the error information in the estimate. The 
network is trained by changing weights until the error 
between training data outputs and the network’s pre-
dicted outputs is small enough (Hancke and Malan, 
1998).

4.5 Evaluation Methods

Coefficient of determination (R2), Mean Squared 
Error (MSE), Root Mean Square Error (RMSE), Mean 
Absolute Error (MAE), Mean Absolute Percentage Error 
(MAPE) methods were used to measure the success of 
predictions of the designed artificial neural network 
model. The equations for these methods are given below.

 (9)

 (10)

 (11)

 (12)

 (13)

where i shows the number of data, the actual value of y, 
the estimated value x. According to these criteria, high 
R2 and lowest RMSE, MSE, MAE and MAPE values 
determine the most successful model.

5. RESULTS AND DISCUSSION

In the study, it was tried to estimate the price of 
residential m2 in Turkey using machine learning meth-
ods. In the study, the normalization method was used to 
improve the performance of machine learning methods 
and increase accuracy. Since it gave the best result in 
this study, the original data was normalized with linear 
transformation in the range of 0-1 using the min-max 
normalization method from normalization methods. 
The min-max normalization formula is given in Equa-
tion 14.

 (14)

x’ shows normalized data, xi input value, the smallest 
number in xmin input set, the biggest number in xmax 
input set.

The nonlinear support vector regression method was 
used in the study. In the SVR method, tests were per-
formed using Polynomial, Hyper Tangent and Radial 
basis function (RBF) techniques from core functions; 
Radial basis function (RBF) was preferred as the core 
function because it gave the successful result. 80% train-
ing of the data set in the study; 20% of it was used as test 
data. The overlapping penalty is a useful parameter used 
if input data is not detachable. It determines how much 
punishment will be given to each incorrectly predicted 
point, thus increasing the accuracy rate. In this study, 
overlapping penalty values were tested and the best value 
was found to give at 10.

In the decision trees regression method, the “Gini 
Index” was used as the quality measure in which the 
partition was calculated. Each node has at least 2 mini-
mum records. If the number of records is less than or 
equal to this number, the tree is no more grown. The 
tree stores 10,000 records for appearance. The study used 
8 threads and therefore the processor or core. This has 
improved the performance of the study.
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It is modelled to have 100 iterations in the artificial 
neural network, 4 hidden layers and 4 neurons per hid-
den layer. In the model, it used a back propagation func-
tion in which weight values are updated according to 
the behaviour of the error function. The values that the 
parameters used to create models will receive have been 
tested by giving different values to show the highest per-
formance for each dependent variable, and ideal values 
have been selected.

The coefficient of determination, R2, which indicates 
how well the data fit into a linear curve, is 1, indicat-
ing that the test data provides a linear curve. R2 value 
according to SVR method in study 0.987; 0.989 accord-
ing to the decision tree method and 0.981 according to 
artificial neural networks method. According to this 
conclusion, 98.7% of the change in the output variable 
according to the SVR method, 98.9% according to the 
decision tree and 98.1% according to artificial neural 
networks can be explained by input changes. These three 
methods have been sorting decision trees, SVR and arti-
ficial neural networks compared to the success of the 
determination coefficient.

In the study, MSE values were found to be ideal 
values because they were very close to zero with 0.001. 
The RMSE value is requested to be close to zero; In this 
study, it was seen that it is in the range of 0.026-0.033 

Table 1. Test results.

Machine learning methods R2 MSE RMSE MAE MAPE

Support vector regression 0,987 0,001 0,027 0,020 0,095
Decision trees regression 0,989 0,001 0,026 0,020 0,066
Artificial neural networks 0,981 0,001 0,033 0,020 0,163

 Scatter plot Line plot 

Support vector regression 

  

Decision trees regression 

  
  

Artificial neural networks 

  
	 Figure 3. Graphical analysis of test data.
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and is very close to the desired value. The three methods 
were optimal sorting decision trees, SVR and artificial 
neural networks compared to RMSE value.

In the study, MAE value was 0.020 with an ideal val-
ue of zero in three methods. The desired value for MAPE 
is the smallest value near zero. Accordingly, sorting 
decision trees have been in the form of regression, SVR 
and artificial neural networks.

The scatter plot and line plot curves were used to 
analyze test data in the study. It is seen as comparative 
in Figure 3.

The scatter plot curve is used to determine the rela-
tionship between two different variables. According 
to the scatter plot curve, which shows the relationship 
between the actual house m2 price and the estimated 
house m2 prices, there is a linear and strong relationship 
according to all three machine learning methods.

The line plot is a type of chart used to show and 
compare quantitative values over a period. It is used here 
to compare actual values with predicted values. When 
the values shown by the charts are examined, it is seen 
that all three machine learning methods are successful.

6. Conclusion
Creating solutions to problems in the housing mar-

ket in developing countries, improving housing con-
struction, diversifying the financing dimension of hous-
ing production are supported by the economic policies 
developed. Studies on housing sales price forecasting 
are important for creating incentives for the housing 
market and supporting economic policies. In devel-
oping countries, this is necessary for accelerating the 
growth momentum of countries. Successful forecasts 
for the housing market will allow banks to provide the 
funds they need in a shorter time, taking into account 
their ability to easily reach and pay for their customers 
who want to buy housing. Thus, the transfer of resourc-
es from the surplus of funds to the segment in need of 
funds will be f luting efficiently. An optimal housing 
financing system will emerge, and both household hous-
ing asses will be facilitated, and the growth performance 
of countries will improve.

The results obtained are also an indication that our 
study will make a significant contribution to the litera-
ture. It is thought that the studies to be carried out with 
machine learning for the housing market in Turkey, 
which is a developing country, can guide the construc-
tion of future plans and solutions to problems for the 
housing market and related sub-sectors, as well as the 
creation of various financing products suitable for the 
housing market in the banking system.
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