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Abstract. The use of machine learning models in mass appraisal of properties for tax 
purposes has been extensively investigated, generating a growing volume of primary 
research. This study aims to provide an overview of the machine learning techniques 
used in this context and analyze their accuracy. We conducted a systematic mapping 
study to collect studies published in the last seven years that address machine learning 
methods in the mass appraisal of properties. The search protocols returned 332 studies, 
of which 22 were selected, highlighting the frequent use of Random Forest and Gradi-
ent Boosting models in the last three years. These models, especially Random Forest, 
have shown predictive superiority over traditional appraisal methods. The measure-
ment of model performance varied among the studies, making it difficult to compare 
results. However, it was observed that the use of machine learning techniques improves 
accuracy in mass property appraisals. This article advances the field by summarizing 
the state of the art in the use of machine learning models for mass appraisal of proper-
ties for tax purposes, describing the main models applied, providing a map that classi-
fies, compares, and evaluates the research, and suggesting a research agenda that iden-
tifies gaps and directs future studies.

Keywords: Mass appraisal, Machine learning, Property valuations, Appraisal for prop-
erty tax, Systematic mapping study.

JEL codes: C53, D83, R32.

1. INTRODUCTION

Mass property appraisal has been gaining importance owing to the large 
share of the real estate market in economic measures, which has become one 
of the development indicators in several countries (Yilmazer et al., 2020). 

These appraisals play a very useful role in determining the basis for cal-
culating taxes within the jurisdiction of municipalities, e.g., Brazil’s munici-
pal property tax (IPTU). They are also widely used for calculating indemni-
ties and implementing urban policy instruments.
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According to the International Association of 
Assessing Officers (IAAO, 2013), mass appraisal is the 
process of assessing a group of properties as of a par-
ticular date using common data, standardized methods, 
and statistical tests.

This group of properties is, in most cases, composed 
of hundreds of data that need to be collected, processed, 
and modeled properly to reflect, with minimal error and 
distortion, the behavior of the real estate market in the 
target region. Given this large amount of data, the use of 
automated assessment methods is advisable.

In the literature, several primary studies have 
addressed the importance of using automated techniques 
to carry out mass appraisals for property tax, including 
some machine learning methods. Despite the increas-
ing number of primary studies, none of the published 
systematic mapping studies has provided, to date, a 
comprehensive overview of the state of research in this 
field. A systematic mapping encompasses a broad review 
of primary studies in a given field, identifying what evi-
dence is available (Kitchenham et al., 2010).

There is a need for systematic mapping studies 
showing which machine learning methods are used in 
mass appraisals for property tax purposes and how the 
accuracy of these methods is checked in the respective 
primary studies.

The present article seeks to fill this gap and provide 
an overview, through a systematic mapping study, of the 
main machine learning techniques that have been used 
in mass appraisals for property tax, as well as show how 
these techniques are measured regarding the accuracy of 
their results. 

The main contributions of this article are: 
 – an overview of the state of the art on the use of 

machine learning models in mass appraisal for 
property tax purposes;

 – a description of the main machine learning models 
that are commonly used in the field of mass apprais-
al for property tax purposes;

 – a systematic map that classifies, compares and 
assesses existing research on the use of machine 
learning models in mass property appraisal;

 – an agenda that consists in describing research gaps 
and suggestions for future studies with implications 
for practitioners and researchers; and

 – an overview of core research topics and key find-
ings on the use of machine learning models for mass 
property appraisal.
The remainder of this article is structured as follows: 

Section 2 presents background and related work; Section 
3 describes the review protocol adopted to carry out this 
systematic mapping study; Section 4 shows the results of 

the present review; Section 5 discusses the main find-
ings and research opportunities concerning the study; 
Section 6 describes threats to validity and, finally, Sec-
tion 7 concludes this article with suggestions for future 
research.

2. BACKGROUND AND RELATED WORKS

This section provides background on mass property 
appraisal and use of machine learning models for such 
purpose, providing an overview of related works, includ-
ing secondary studies.

2.1. Definition of mass property appraisal 

Mass and individual appraisals of property differ 
only in scale, because they both seek to provide an accu-
rate assessment of the value of one or more properties 
(McCluskey et al., 1997). According to the authors, mass 
appraisal arose from the need for standardized valua-
tions when a high number of properties have to be val-
ued.

Mass appraisals, therefore, consist in determining 
the values of all properties in a region or municipality, 
and they play an important role in property taxation. 
The correct estimation of values is essential to achieve 
equity (the same ratio for all properties between the 
appraisal value and the market value) and to enable fis-
cal justice to occur (Uberti et al., 2018).

In this way, mass property appraisal aims to system-
atically determine, on a large scale, the values of prop-
erties to maintain them proportional in view of their 
generic location and the specific characteristics of land 
and respective improvements, using statistical analysis 
or other techniques capable of accurately estimating the 
value of goods (Liporoni, 2014).

2.2. Machine learning models for property appraisal

In recent years, machine learning models have been 
used, with some degree of success, in mass appraisals for 
property tax. There are several machine learning mod-
els available; however, this study will only address tree-
based regression models as they clearly present more 
accurate predictions when compared to other models 
(Valier et al., 2020).

Therefore, tree-based models frequently investigated 
in mass property appraisals will be discussed - from the 
simplest ones (decision trees) to their improved versions, 
which are popularly known as ensemble methods. The 
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following decision tree-based machine learning mod-
els will be addressed: Bagging (Bootstrap Aggregation), 
Random Forest (Breiman, 2001), AdaBoost, CatBoost, 
Gradient Boosting (Friedman, 2001), XGBoost and 
LightBoost.

There are several metrics available for evaluating the 
performance of machine learning models. These metrics 
are essential for the design, adjustment, and evaluation 
of models, as they seek to compare the values found for 
the response variable with the values predicted by the 
models being applied. Such comparison is performed by 
simplifying the results to an understandable value. The 
major metrics are described below:

Root-mean-square error (RMSE): Root mean square 
error is calculated as the square root of the mean 
squared differences between observed and predicted val-
ues.

Mean Square Error (MSE): Mean square error is com-
monly used to check the accuracy of models. Each error 
is squared individually, and then these squared errors 
are averaged.

Mean Absolute Error (MAE): The mean absolute error 
measures the average of the error differences between 
the observed and predicted values by the models without 
considering their direction (Islam et al., 2022).

Mean Absolute Percentage Error (MAPE): The mean 
absolute percentage error is the average of all percent-
age absolute errors, regardless of whether the error is 
positive or negative, providing an indication of the aver-
age size of the error, expressed as a percentage of the 
observed value.

Determination Coefficient (R²): measures the goodness 
of fit by estimating the variation of the response vari-
able on the basis of explanatory variables. It is a meas-
ure of the proportion of variability in one variable that is 
explained by the variability of the other variables.

Coefficient of Dispersion (COD): represents the average 
deviation, expressed as a percentage, of the assessed val-
ue of each property from the median of the assessed val-
ue divided by the observed value. Thus, the COD quan-
tifies the extent of uniformity in appraisals by analyzing 
the observed variability (IAAO, 2013).

Price-Related Differential (PRD): it is an indicator that 
measures the degree of vertical inequality, based on 
systematic differences in the valuation of low and high 

value properties; it is suitable for large samples (IAAO, 
2013).

2.3. Secondary studies on the theme

Few secondary studies have systematically ana-
lyzed the literature on specific topics regarding the use 
of machine learning models in mass property apprais-
al. Three secondary studies were identified (see Table 
1): two of them are systematic reviews of the literature 
while one is a critical review of the literature.

These reviews addressed several topics, e.g., the 
use of automated methods and their results (Wang and 
Li, 2019), prediction accuracy using machine learning 
models (Valier and Micelli, 2020) and optimal models 
for predicting the value of properties and price indices 
(Ja’afar et al., 2021).

The study of Wang and Li (2019) provided a system-
atic review of mass appraisal models used for property 
tax, including works published between the years 2000 
to 2018. Three main trends were identified: AI-based 
model, GIS-based model and mixed models, and a total 
of 104 articles were analyzed. Multiple linear regression 
models, intelligent systems, artificial neural networks, 
tree-based models, hierarchical modeling, cluster analy-
sis, fuzzy set theory and reasoning-based models were 
reviewed. The article does not exactly focus on machine 
learning models for mass property appraisal, but meth-
ods are sometimes cited. One of the limitations of the 
study of Wang and Li is the fact that it focuses only 
on the Web of Science electronic database; although it 
reflects the trend towards this topic, such database may 
not contain all articles addressing mass appraisal. The 
article ends by citing the concept of mass appraisal 2.0, 
a procedure for assessing, analyzing, and testing a group 
of properties as of a certain date. It combines artificial 

Table 1. Secondary studies on mass appraisals with machine learn-
ing models.

Year Authors No. of 
studies Title

2019 Wang and Li 104 Mass appraisal models of real 
estate in the 21st century: a 
systematic literature review.

2020 Valier and Micelli 165 Automated models for value 
prediction: a critical review of 
the debate.

2021 Ja’afar et al. 47 Machine learning for property 
price prediction and price 
valuation: a systematic literature 
review
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intelligence, geoinformation systems, and mixed meth-
ods for optimal modeling of spatial and non-spatial data 
on property.

The study of Valier and Micelli (2020) sought to 
identify what evidence emerges from the literature on 
automated assessment models. The authors critically 
reviewed articles that empirically investigated the effec-
tiveness of models for property value prediction. Their 
review included a total of 165 studies published up to 
July 2019. The article advances by reviewing automated 
machine learning models and addresses decision trees, 
random forest, artificial neural networks, genetic algo-
rithms, k-nearest neighbors and support vector machine. 
The results showed a certain predominance of automated 
machine learning models over traditional econometric 
models with regard to the ability to predict the market 
value of property. From an operational point of view, the 
high performance achieved in forecasting property pric-
es makes machine learning models attractive to all trad-
ers who value, manage or trade property assets.

Finally, the study by Ja’afar et al. (2021) analyzed the 
use of machine learning in property appraisal to iden-
tify the best model for predicting the values of proper-
ties based on characteristics such as location, land size, 
number of rooms and others. For such purpose, the 
authors reviewed 47 studies published in the Scopus 
and Web of Science databases between 2009 and 2021. 
The authors analyzed the following models: random for-
est, support vector machine, gradient boosting, decision 
trees, principal components analysis, artificial neural 
networks, and k-nearest neighbors, among others. The 
authors reported that supervised learning is the most 
popular model among the reviewed articles, and random 
forest is the model that best predicts property value. This 
algorithm can easily adapt to the specificities of property 
data and produce accurate and effective results.

The existing secondary studies focus on analyzing 
machine learning models that predict the value of prop-
erty, but they do not mention mass appraisal; the only 
study that addresses this issue does not, in reality, fully 
explore the use of machine learning models, nor does it 
focus on appraisals for property tax. Furthermore, there 
is a lack of systematic mapping studies that provide a 
comprehensive overview of the current research land-
scape in this field or establish a framework for the accu-
mulated knowledge regarding mass property appraisal 
through machine learning models.

For the reasons mentioned above, this article aims 
to fill the existing gap by providing an overview of pre-
vious research on these themes, through a systematic 
mapping study on the use of machine learning models 
in mass appraisal for property tax.

3. REVIEW PROTOCOL

While a systematic review of the literature is an 
important means of identifying, evaluating, interpreting, 
and comparing all available research relative to a specific 
research question, a systematic mapping study focuses 
on existing research rather than answering a detailed 
research question (Budgen et al., 2008; Petersen et al., 
2008). The central objective of a systematic mapping 
study is to identify and classify existing evidence, with-
out necessarily synthesizing new information (Kitchen-
ham and Brereton, 2013; Petersen et al., 2015).

Therefore, the present study was conceived as a sys-
tematic mapping study because this type of research can 
deal with a wide range of areas and provide systematic 
procedures to identify, categorize, and analyze the exist-
ing literature (Budgen et al., 2008, Kitchenham et al., 
2010; Petersen et al., 2008). 

3.1. Research objective and question

Peer-reviewed journal articles will be analyzed to 
identify the machine learning techniques that are being 
used for mass appraisal for property tax and to check 
which of these mass appraisal techniques have provided 
the most accurate predictions. 

For the systematic mapping study, the follow-
ing general research question was formulated: What is 
the state of the art of the literature regarding the use of 
machine learning models in mass appraisal for property 
tax?

For the sake of clarity, this research question was 
broken down into other specific questions, namely:

RQ-01: Which machine learning models are most frequent-
ly used in research on mass appraisal for property tax?

Today, there is still no consensus on the benefits of 
using machine learning techniques to perform mass 
appraisals for property tax, however. According to Valier 
and Micelli (2020), the debate around the topic confirms 
a greater prediction accuracy of machine learning models 
compared to traditional regression analysis. In this way, 
this research question seeks to consider all the machine 
learning models used in the analyzed articles and check 
which benchmark model is used to perform comparisons. 

RQ-02: Which property typologies are most frequently 
addressed in studies on mass appraisal for property tax?

Mass appraisals can be applied to rural proper-
ties (Uberti et al., 2018) and urban properties, includ-
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ing land, houses, apartments and business offices and 
stores (Velumani et al., 2022, Yilmazer and Kocaman, 
2020, Fontoura et al., 2020, Zhang, 2015). In this sense, 
this research question intends to map the typologies fre-
quently used in studies that involve the use of machine 
learning for mass property appraisal, as well as studies 
whose typology uses spatial components across the vari-
ables. This question also seeks to map the origin (area of 
study) of the data of each article.

RQ-03: How are machine learning techniques evaluated for 
accuracy in mass appraisal for property tax?

There are numerous statistical indicators capa-
ble of measuring the accuracy of a set of forecasts, and 
the choice of this indicator is not a marginal decision 
(Valier and Micelli, 2020). Therefore, this research ques-
tion seeks to investigate the main performance indica-
tors addressed in the articles. Additionally, based on the 
results reported in the respective studies, it intends to 
indicate the machine learning model that had the best 
performance among the calculated metrics. 

RQ-04: What are the research trends and features of cur-
rent studies on the application of machine learning to mass 
property appraisals?

A valuable tool for understanding the nature of a 
research area is the investigation of research trends and 
the systematic classification of existing studies (Petersen 
et al., 2008). In this sense, this research question intends 
to map the frequency of publications over time to identi-
fy research trends and seeks to categorize and aggregate 
existing studies to structure the target research area.

3.2. Execution of systematic mapping

This systematic mapping study consisted of three 
distinct steps: (i) search for articles, (ii) selection of arti-
cles, and (iii) data extraction, according to Petersen et al. 
(2008). These steps are described in further detail below.

3.2.1. Search for articles

To perform systematic mappings, many different 
electronic sources must be searched, because in general, 
a single data source is not expected to contain all rel-
evant primary studies (Brereton et al., 2007). Therefore, 
an automated search was carried out in 4 different data-
bases (DB) (see Table 2).

In the selection of electronic databases, the criteria 
encompassed: (i) the extensive research coverage across 

various disciplines provided by Web of Science and Sco-
pus (Rodríguez et al., 2017), with the latter serving as a 
meta-library that compiles publications from numerous 
esteemed publishers, including Elsevier and Springer 
(Nakamura et al., 2022); (ii) the IEEE Xplore database, 
recognized as one of the foremost digital repositories 
in the field of computer engineering (Petersen et al., 
2015), hosting a comprehensive collection of articles on 
machine learning; and (iii) the significance of Compen-
dex as a vital interdisciplinary engineering database, cat-
aloging a breadth of engineering journal titles and con-
ference papers.

In addition, the snowballing procedure was per-
formed (Wohlin et al., 2012); the references of the five 
most cited selected articles were analyzed to identify 
relevant papers that were not returned during the auto-
mated search process.

Google Scholar was not selected as a database 
because the studies it returned tended to overlap with 
studies from the other databases included (Chen et al., 
2010). However, the fact that the four chosen electronic 
databases index similar contents may reduce the possi-
ble threat to theoretical validity arising from failing to 
retrieve relevant studies.

Regarding type of document and time interval, the 
searches focused on peer-reviewed articles published 
in journals or in conference proceedings, from Janu-
ary 2015 to June 2022, when the present study was then 
developed. 

Only publications written in English were selected, 
since it is the language mostly used in most internation-
al conferences and journals (Nakamura et al., 2022). It is 
also found that English is the predominant language in 
global communication; therefore, this systematic map-
ping study can be replicated by other researchers.

The search terms were defined using the five-step 
strategy proposed by Kitchenham et al. (2007). Accord-
ing to the author, one can develop the search terms by:

 – Deriving key terms from the questions identifying 
population, intervention, and outcome;

Table 2. Databases used in the present review.

Database Search engine Website

DB-01 Scopus https://www-scopus.ez46.periodicos.
capes.gov.br

DB-02 IEEE Xplore http://ieeexplore-ieee-org.ez46.
periodicos.capes.gov.br

DB-03 Web of Science https://www-webofknowledge.ez46.
periodicos.capes.gov.br

DB-04 Compendex https://www-engineeringvillage-com.
ez46.periodicos.capes.gov.br

https://www-scopus.ez46.periodicos.capes.gov.br
https://www-scopus.ez46.periodicos.capes.gov.br
http://ieeexplore-ieee-org.ez46.periodicos.capes.gov.br
http://ieeexplore-ieee-org.ez46.periodicos.capes.gov.br
https://www-webofknowledge.ez46.periodicos.capes.gov.br
https://www-webofknowledge.ez46.periodicos.capes.gov.br
https://www-engineeringvillage-com.ez46.periodicos.capes.gov.br
https://www-engineeringvillage-com.ez46.periodicos.capes.gov.br
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 – Identifying alternative spellings and synonyms for 
key search terms;

 – Checking keywords in any relevant articles previ-
ously retrieved;

 – Using the Boolean operator OR to incorporate alter-
native spellings and synonyms; and

 – Using the Boolean AND operator to link key search 
terms.
Following this strategy, a generic search string was 

defined to connect key terms with Boolean operators, 
and several tests and refinements were carried out with 
it during the preliminary search. The following generic 
search string was used: mass appraisal AND machine 
learning.

Table 3 shows the set of search terms for the pre-
sent study. As the search syntax is specific to each data-
base, the search string was adapted to the specific syntax 
requirements of each of the four search engines.

The search string shown in Table 3 was tested sev-
eral times with different combinations to reduce the 
number of articles that were not related to the research 
topic, thus ensuring a set of articles that were adequate 
to the objectives of this study. Table 4 shows the results 
of these searches.

To enhance the rigor of the automated search proto-
col, the investigation employed the snowballing method. 
This technique entails two complementary processes: 
backward snowballing, which involves tracing and ana-
lyzing the references cited in a primary article to uncov-
er relevant studies, and forward snowballing, which 
consists of identifying subsequent publications that have 
cited the primary article. Such a strategy is instrumental 

in systematically broadening the scope of the research 
database. To mitigate any potential threats to the study’s 
validity stemming from researcher bias, a secondary 
researcher independently conducted both the backward 
and forward snowballing operations. This approach 
yielded four new studies that were incorporated into the 
analysis database for the current mapping study.

3.2.2. Selection of articles 

Article selection criteria were defined to reduce the 
probability of bias and assess the relevance of the arti-
cles (Kitchenham and Charters, 2007). The article selec-
tion process returned a total of 328 + 4 = 332 publica-
tions. After this stage, screening was performed in two 
phases: (i) selection of relevant articles based on their 
metadata, namely title, abstract, keywords, year of pub-
lication, language of publication and publication type, 
and (ii) selection of relevant articles based on full text. 
The articles were selected by two researchers, working in 
a double-blind format using inclusion (IC) and exclusion 
(EC) criteria (see Table 5), as previously agreed between 
the researchers.

In this process, articles that met all the specified 
inclusion criteria were included and those that presented 
any exclusion criteria were discarded.

At first, all 330 retrieved articles were filtered using 
the EC-01, EC-02 and EC-03 exclusion criteria. Then, 
the remaining articles were uploaded to the software 
Rayyan (rayyan.ai) to detect duplicates by applying the 
EC-04 exclusion criterion. The remaining articles were 
then separated in the software Rayyan for an analysis of 
their metadata to identify the ones that were relevant for 
answering the research questions. During screening, the 
researchers read the title, abstract and keywords of the 
remaining articles and applied exclusion criteria EC-05, 
EC-06, EC-07 and EC-08. This analysis step was per-
formed by the two researchers in a double-blind format. 
As selection procedures for the next step, the approach 
proposed by Petersen et al. (2015) was used; it is summa-
rized in Graph 1.

To address potential disagreements, studies falling 
under conditions A, B, C, and D would be included in the 
research, while studies falling under the borderline con-
dition E would undergo a joint analysis, and ultimately, 
studies under condition F would be definitively excluded. 
According to Petersen et al. (2015), studies categorized 
under condition D should be included since one of the 
researchers had no doubts regarding their inclusion in 
the systematic mapping, and therefore, they would need 
to be analyzed. Consequently, the studies falling under 
conditions A, B, C, and D were included in this system-

Table 3. Overview of search terms and their synonyms.

Main Term Search Terms

mass 
appraisal

(“mass appraisal” OR “mass valuation” OR “mass 
assessment” OR “property appraisal” OR “property 
valuation” OR “real estate appraisal” OR “property 
tax” OR “land taxation” OR “taxes purposes”)
AND

machine 
learning

(“machine learning” OR “data science” OR “data 
mining” OR “artificial intelligence” OR “ai” OR 
“computational intelligence” OR “automated 
valuation model” OR “avm”)

Table 4. Search results in each of the search databases.

Scopus IEEE Xplore Web of 
Science Compendex Total

117 13 100 98 328

http://rayyan.ai
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atic mapping, and the studies falling under condition E 
underwent an assessment of uncertainties, and collective-
ly, a decision was made regarding their definitive inclu-
sion or exclusion from the systematic mapping.

All the articles approved in the previous stage were 
downloaded so that they could be read in full. They 
were downloaded directly from the database portals or 
through the CAPES/Brasil portal when they were not 
available by open access, and the EC-09 exclusion cri-
terion was applied. After this step, all the downloaded 
articles were checked for number of pages according to 
the EC-10 exclusion criterion.

The articles returned in the previous step were then 
read in full for application of the EC-11 exclusion crite-
rion. Full reading enabled the analysis of the articles in 

more detail than the previous reading of the title, abstract 
and keywords. The articles that did not meet the inclusion 
criteria were removed from this systematic mapping.

Table 6 shows the number of articles that were 
returned in each electronic database after applying each 
of the exclusion criteria shown in Table 5. 

In the present review, the search string returned 328 
articles (see Table 4): 117 from the Scopus meta-library, 
13 from the IEEE Xplore database, 100 from the Web of 
Science database and 98 from the Compendex database. 
Figure 1 shows the number of articles that were exclud-
ed and that remained after application of each exclusion 
criteria (Table 5).

A total of 22 articles were selected for the data 
extraction stage: 18 by applying the exclusion criteria 
and 4 by applying the snowballing technique. Table 7 
shows the selected articles and their authors.

The method of selecting articles using 2 researchers, 
ensures reliability in the decision to include or exclude a 
particular publication. 

3.2.3. Data extraction 

After completion of the article selection procedures, 
data extraction was started. The articles were categorized 

Table 5. Inclusion and exclusion criteria considered in the present review.

COD Inclusion Criteria

IC-01 Context Articles that focused on machine learning methods and techniques for mass appraisal of urban property.
IC-02 Period Articles published in 2015 and later.
IC-03 Location Articles published in conference proceedings or in journals.
IC-04 Language Articles published in English.

COD Exclusion Criteria

EC-01 Period Articles published before 2015.
EC-02 Type Items from the so-called gray literature (abstracts, books, panels, posters, editorials, short articles, reports, 

lectures, etc.).
EC-03 Language Studies published in languages other than English.
EC-04 Duplicates Articles that were duplicated, i.e., returned by more than one database.
EC-05 Reviews Secondary studies (systematic reviews of the literature and mappings.
EC-06 Context Articles whose abstract makes it clear that they are not related to property appraisal, even though they 

mentioned machine learning techniques.
EC-07 Typology Articles whose abstract makes it clear that machine learning methods are applied for mass appraisal of rural, 

business or rental properties.
EC-08 Accuracy Articles whose abstract makes it clear that they only address accurate appraisal (accurate property appraisal) 

and/or other studies related to appraisal engineering.
EC-09 Access: Articles that are not available by open access, e.g., availability in the CAPES portal via the educational 

institution, or free availability on the Internet.
EC-10 Number of pages Studies with five pages or less (short paper)
EC-11 Final criteria Articles in which exclusion criteria could not be identified after reading of the title, keywords and abstract, 

and that were removed from the mapping after reading of the full texts, because they did not meet the 
inclusion criteria.

Divergence Analysis  
Reviewer X 

Include Uncertain Exclude 

R
ev

ie
w

er
 Y

 

Include A B D 
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Graph 1. Analysis of divergences (adapted from Petersen et al., 
2015).
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into different aspects (Petersen et al., 2008), since this 
approach is considered as a structured way to perform 
such a task. Therefore, the data extraction form brought 
together four different aspects, all related to the research 
questions listed in this review.

 To reduce bias in the data extraction results, two 
researchers, based on a common understanding, per-
formed the data extraction independently and, after the 
extraction process was completed, they discussed the 
results together and resolved conflicts to reach a con-
sensus. Figure 2 shows the general structure of the DEF 
form (Data Extraction Form), which consists of four 
main research questions and four secondary research 
questions. 

 – Models most frequently used in the selected arti-
cles (RQ-01)
This research question was broken down into a 

major question RQ-01: Which machine learning mod-
els were used in the study?, whose answers could be (a) 
decision trees; (b) bagging, (c) random forest; (d) ada-

boost; (e) gradient boosting; (f) XGBoost, (g) LightGBM 
and (h) other and a secondary question RQ-1.1: which 
benchmark model was used in the study?, whose answers 
could be (a) multiple linear regression; (b) spatial regres-
sion and (c) other. When an analyzed article reported the 
use of more than one machine learning model (RQ-01 
or RQ-1.1), a new row was added to the spreadsheet for 
each new model reported.

 – Most common typologies in the selected articles 
(RQ-02)
This research question was also subdivided into a 

main question RQ-02: What type of property was mod-
eled in each study?, whose answers could be (a) urban 
land; (b) urban houses and (c) apartments; and two sec-
ondary questions RQ-2.1: What is the origin of the data 
set used in the study?, whose answer would be the coun-
try of location of the data used in the study and RQ-2.2: 
Did the study consider the spatial dimension when per-
forming data modeling?, whose answers could be (a) did 
not consider it, (b) considered it as a predictor variable 
and (c) performed spatial modeling.

 – Assessment of accuracy among selected articles 
(RQ-03)
This research question was also broken down into 

a main question RQ-03: Which indicator was used to 
evaluate the performance of the models?, whose answers 
could be (a) RMSE; (b) COD; (c) PRD; (d) MSE; (e) 
MAE; (f) MAPE; (g) R2 or (h) other; and a secondary 
question RQ-3.1: Which model had the best performance 
in the analyzed study?, whose answers could be (a) deci-
sion trees; (b) bagging, (c) random forest; (d) adaboost; 
(e) gradient boosting; (f) XGBoost, (g) LightGBM and (h) 
other. When the analyzed document reported more than 
one metric in RQ-03 or in RQ-3.1, a new row was added 
to the spreadsheet for each new information reported in 
the study.

 – Research trends and study characteristics (RQ-04)
To assess research trends and study characteris-

tics, data were collected regarding: title, authors, source 

Table 6. Number of articles returned after applying each exclusion criterion.

Database EC-00 EC-01 EC-02 EC-03 EC-04 EC-05 EC-06 EC-07 EC-08 EC-09 EC-10 EC-11

DB-01 117 73 61 60 - - - - - - - -
DB-02 13 8 8 8 - - - - - - - -
DB-03 100 60 57 56 - - - - - - - -
DB-04 98 41 36 36 - - - - - - - -

Total 328 182 162 160 83 82 74 68 44 38 35 18

Figure 1. General structure of the answers from the data extraction 
form.
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(conference or journal), year of publication, author affili-
ation, authors’ country of origin, number of study cita-
tions, abstract, keywords, name of conference or journal, 
place of conference, DOI code. Part of this information is 
extracted directly from the metadata of each article or 

directly from the publication’s website. The number of 
citations for each article, up to June 2022, was collected 
directly on the platform semanticscholar.org.

Table 7. Articles selected for the data extraction phase.

ID Title Authors Year

S-01 The effect of google drive distance and duration in residential 
property in Sydney, Australia

Nejad, Mehrdad Ziaee; Lu, Jie; Asgari, Pooyan; Behbood, 
Vahid 2016

S-02 Applying dynamic Bayesian tree in property sales price 
estimation Nejad, Mehrdad Ziaee; Lu, Jie; Behbood, Vahid 2017

S-03 Estimation and updating methods for hedonic valuation Mayer, Michael; Bourassa, Steven; Hoesli, Martin; 
Scognamiglio, Donato 2018

S-04 An intelligent automatic valuation system for real estate based 
on machine learning Niu, Jiafei; Niu, Peiqing 2019

S-05 Deep learning with XGBoost for real estate appraisal Zhao, Yun; Chetty, Girija; Tran, Dat 2019

S-06
Sensitivity analysis of machine learning models for the mass 
appraisal of real estate: case study of residential units in 
Nicosia, Cyprus

Dimopoulos, Thomas; Bakas, Nikolaos 2019

S-07
A house price valuation based on the random forest 
approach: the mass appraisal of residential property in South 
Korea

Hong, Jengei; Choi, Heeyoul; Kim, Woo-Sung 2020

S-08 A mass appraisal assessment study using machine learning 
based on multiple regression and random forest Yilmazer, Seckin; Kocaman; Sultan Kocaman 2020

S-09
Implementing a mass valuation application on interoperable 
land valuation data model designed as an extension of the 
national GDI

Aydinoglu, Arif Cagdas; Bovkir, Rabia; Colkesen, Ismail 2020

S-10 Using machine learning models and actual transaction data 
for predicting real estate prices Pai, Ping-Feng; Wang, Wen-Chang 2020

S-11 Mass appraisal with a machine learning algorithm: random 
forest regression Sevgen, Sibel Canaz; Aliefendioglu, Yesim 2020

S-12 Spatial prediction of housing prices in Beijing using machine 
learning algorithms Yan, Ziyue; Zong, Lu 2020

S-13 A gradient boosting method for effective prediction of 
housing prices in complex real estate systems Almaslukh, Bandar 2021

S-14
Developing automated valuation models for estimating 
property values: a comparison of global and locally weighted 
approaches

Doumpos, Michalis; Papastamos, Dimitrios; Andritsos, 
Dimitrios; Zopounidis, Constantin 2021

S-15 Predicting property prices with machine learning algorithms Ho, Winky K.O.; Tang, Bo-Sin; Wong, Siu Wai 2021
S-16 Property mass valuation on small markets Gnat, Sebastian 2021

S-17 A new appraisal model of second-hand housing prices in 
China’s first-tier cities based on machine learning algorithm Xu, Lulin; Li, Zhongwu 2021

S-18 Using machine learning to forecast residential property prices 
in overcoming the property overhang issue

Yee, Lim Wan; Bakar, Nur Azaliah Abu; Hassan, Noor 
Hafizah; Zainuddin, Norziha Megat Mohd; Yusoff, 
Rasimah Che Mohd; Rahim, Nor Zairah Ab

2021

S-19 Machine learning based predicting house prices using 
regression techniques Manasa, J.; Gupta, Radha; Narahari, N.S. 2021

S-20 GIS & machine learning based mass appraisal of residential 
properties in England & Wales Mete, Muhammed Oguzhan; Yomralioglu, Tahsin 2022

S-21 Mass appraisal as affordable public policy: open data and 
machine learning for mapping urban land values

Carranza, Juan Pablo; Piumetto, Mario Andres; Lucca, 
Carlos Maria; Silva, Everton da 2022

S-22 A comparative study of machine learning and spatial 
interpolation methods for predicting house prices 

Kim, Jeonghyeon; Lee, Youngho; Lee, Myeong-Hun; Hong, 
Seong-Yun Hong 2022

http://semanticscholar.org
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4. RESULTS

This section presents the answers to the formulat-
ed research questions (see Section 3.1). This section is 
organized according to the research questions.

4.1. Research Question 01 (RQ-01)

The first research question sought to identify which 
machine learning models, among those listed in the ques-
tion itself (tree-based models), have been used in research 
that relates machine learning and mass property apprais-
al. The tree map (Figure 3) shows the absolute predomi-
nance of articles that tested the Random Forest model. 
There are exactly twice as many studies using this model 
when compared to the Gradient Boosting and XGBoost 
models. Among the machine learning models evaluated, 
AdaBoost was the least used among the analyzed studies.

The Random Forest modeI was used in 82% of the 
22 selected studies; 41% performed analyses with the 
XGBost and Gradient Boosting methods; 18% tested the 
Decision Trees model; 14 % analyzed the LightGBM and 
Bagging models; 9% tested the AdaBoost algorithm, and 
only 5% of the studies tested the CatBoost algorithm.

As a sub-issue of research question 1, the bench-
mark model adopted by the studies was mapped to com-
pare the results with those found by the machine learn-
ing models. Traditionally, multiple linear regression, in 
which the value of property is assumed to be dependent 
on the available characteristics, is used as a benchmark 

in property valuation (Steurer et al., 2021). The graph 
in Figure 4 shows these results. Most studies used mul-
tiple linear regression as a reference model. Among the 
22 studies analyzed, 59% used multiple linear regres-
sion, 5% used spatial regression, and 36% used some 
other method of comparison to check the performance 
of machine learning-based models. 

4.2. Research Question 02 (RQ-02)

This research question sought to map the typology 
of the properties modeled in each of the selected studies. 
Most studies used apartments for typology modeling. 
Among the selected studies, 59% used data on apart-
ments; 32% on houses and 9% on urban land.

Figure 2. General structure of data extraction form (DEF) responses.

Figure 3. Tree with the machine learning models analyzed in the 
studies.
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A research sub-issue sought to identify how the spa-
tial dimension was explored in the studies, as shown in 
Figure 6. It was found that more than half of the studies 
used the spatial dimension only as a predictor variable. 
In total, 55% of the studies collected the UTM coordi-
nates of the properties in the sample and used this infor-
mation as two more predictor variables in the total set of 
variables. Importantly, among these 12 studies, Carranza 
et al. (2022) additionally calculated the Moran Global 
Index to verify the spatial autocorrelation of the data. It 
was also found that 40% of the studies disregarded the 
spatial dimension, i.e., they did not refer to these vari-
ables in the modeling process. Finally, 5% of the studies 
considered the spatial dimension by performing spatial 
regression. This finding about the spatiality of the data 
opens the possibility of carrying out research in which 
the spatial dimension is considered in spatial models of 
machine learning. 

Finally, the graph in Figure 7 addresses the sub-issue 
aiming to identify the geographical location of the real 
estate data used in each analyzed study. It is observed 
that, in the majority of studies, the real estate data used 
originate from the researchers’ affiliated country. How-
ever, there are exceptions, such as in the case of Car-
ranza et al.’s study (2022), in which researchers affiliated 
with the University of Córdoba, Argentina, used real 
estate data from Fortaleza, Brazil. Additionally, another 

interesting case was identified in which real estate data 
from the United Kingdom were explored by researchers 
affiliated with Istanbul Technical University, Turkey, as 
per Mete and Yomralioglu (2022).

Table 8 shows that three studies were conducted in 
Australia, China and Turkey, respectively. Taiwan and 
South Korea were the study area of two studies, each. 
Finally, there are several other countries that were data 
sources only once, e.g., Greece, Cyprus, India, Poland, 
Malaysia or Hong Kong. This finding indicates that there 
is room for researchers to investigate the behavior of 
machine learning models for mass property appraisal in 
other regions that are still little explored, or make use of 
new models in regions previously investigated to com-
pare the results of both studies.

4.3. Research Question 03 (RQ-03)

This research question seeks to identify the indi-
cators used in the studies to check the performance of 
the models. It was found that 82% of the studies calcu-
lated RMSE, i.e., it was the metric most often used by 
researchers when they wished to check the quality of 
machine learning models while carrying out mass prop-
erty appraisals. The MAE and MAPE indicators were 
each calculated for 50% of the selected studies. The MSE 
indicator was adopted in only 10% of cases.

It should be noted that metrics such as the coeffi-
cient of dispersion (COD) and the price related differen-
tial (PRD), strongly recommended in mass appraisals for 
property tax by the IAAO (2013), were calculated in only 
23% and 14% of the studies, respectively. Figure 8 shows 
the results of this analysis.

Indicators such as COD and PRD are calculated by 
comparing the values predicted by the models with the 
values found in the market, and checking if the disper-
sion between these values falls within the limits estab-
lished by the aforementioned standard. COD is a meas-
ure of horizontal dispersion that provides information 
on the standardized evaluation of the set of properties 

Figure 4. Model used as the main benchmark in the selected stud-
ies.

Figure 5. Typology of properties analyzed in the studies.

Figure 6. How the spatial dimension was considered in the studies.
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while PRD is a measure to detect systematic differenc-
es in the appraisal of high- and low-value properties; it 
checks whether an appraisal is regressive or progressive 
(IAAO, 2013). These metrics are important indicators of 
possible inequity in the property taxation process.

A sub-issue of this research question sought to map 
which machine learning model had the best global per-
formance in predicting property values. In each ana-
lyzed study, the model described by the authors was con-
sidered as the one that had the best performance or, in 
the absence of this information, the one that presented 
the best results for the set of adopted metrics.

The graph in Figure 9 shows that the Random Forest 
model was the one that presented the best performance 
in most of the selected studies. Exactly 50% of the stud-
ies reported that Random Forest is the best machine 
learning model for mass property appraisals. The 
XGBoost and Gradient Boosting models appear with the 
same number of citations: each was reported as the best 
performing model in 23% of the studies. Finally, only 4% 
of studies reported another machine learning model as 
having best performance.

To complement this research sub-issue and elucidate 
some important points, the graph in Figure 10 shows, 
among the 22 selected studies, the machine learn-
ing models checked in each selected study. The model 
marked with a green circle is the one that was consid-

Figure 7. Number of studies and source of data in use.

Table 8. Number of studies whose data source is the country 
informed.

Country Number of 
Studies Country Number of 

Studies

Hong Kong 1 Greece 1
Poland 1 Switzerland 1
Cyprus 1 Taiwan 2
United Kingdom 1 South Korea 2
Brazil 1 Turkey 3
Malaysia 1 China 3
India 1 Australia 3

Figure 8. Performance metrics calculated in the selected articles.
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ered, in the respective study, as having the best global 
performance among all the analyzed models. 

Among the 18 studies that included the Random 
Forest model in the analysis, this model had the best 
performance in 61% of them. Studies S-05, S-10, S-16 
and S-19 did not test the Random Forest model in their 
analyses. 

Another relevant aspect is that in studies S-05, S-16 
and S-19, only two machine learning models were test-
ed: XGBoost and another that is not part of the scope of 
models analyzed in this systematic mapping. In all these 
three studies, the XGBoost model showed the best per-
formance.

Finally, it should be noted that the Gradient Boost-
ing model performed better in most cases in which it 
was applied. The model appeared in 9 studies and per-
formed better in mass property appraisals of 5 studies, 

which accounts for 55% of the total number of studies 
that used it. 

4.4. Research Question 04 (RQ-04) 

In order to map research trends and characteristics, 
an analysis was made of the set of variables found in 
each of the 22 selected articles. The main facts extracted 
from this analysis are detailed below.

4.4.1. Evolution of studies over time

The graph in Figure 11 shows that the number of 
published studies involving the use of machine learning 
models for mass property appraisal has been growing 
since the publication (2016) of the first study retrieved. 
The regression line, adjusted to the data, shows a grow-
ing trend in the studies, i.e., there is an increasing inter-
est of the research community in this topic. Importantly, 
this systematic mapping considered data collected up to 
June, 2022, which explains the small number of studies 
for the trend of publications for the respective year.

Except for 2015, at least one study was published 
every year within the observation range. It is found that, 
from 2019 onwards, research on this topic began to grow 
at a faster rate - a fact observable through the slope of 
the regression line when considering the data as of the 
respective date.

Figure 9. Models with the best performance in each analyzed study.

Figure 10. Models analyzed in each study and their best performance.
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4.4.2. Main channels of publication of studies

The graph in Figure 12 shows that most studies were 
published in scientific journals. Among the 22 selected 
studies, 59% were published in some scientific journal 
and 41% in conference proceedings. 

A greater number of articles published in journals 
may indicate that the topic is becoming a more mature 
area of research (Uludag et al., 2022), although it is rela-
tively recent. In general, researchers prefer to publish 
their articles in journals because this type of publication 
brings more scientific benefits. 

The evolution of studies by publication channel, as 
seen in Figure 13, indicates a growing trend in the past 
four years for publications in both conference proceed-
ings and journals. However, it is noted that in each of 

the last three years, the number of publications in sci-
entific journals exceeded the number of publications 
in conference proceedings. This observation reaffirms, 
once again, that the use of machine learning in property 
appraisal has become a more mature field of research, 
with the publication of more robust and comprehensive 
studies in recent years.

4.4.3. Most active countries in the field of studies

The graph in Figure 14 shows the most active coun-
tries in research relating machine learning and mass 
property appraisal. There was a total of 17 countries with 
active researchers, and Turkey stood out for having with 
the highest number of publications. It had 18.2% publi-
cations about this topic, within the analyzed time inter-
val, and these publications were produced by 9 research-
ers. The analysis of the graph shows that the most active 
countries in publications in this area of research are Aus-
tralia, China and Turkey, and the countries that concen-
trate the largest number of researchers are Australia, Chi-
na, Malaysia, South Korea and Turkey. In Brazil, France 
and the United States, there are also active researchers.

This finding demonstrates that these scholars par-
ticipate in international research networks, thus col-
laborating with the advancement of scientific research 
on the theme of this review. It also shows that the use 
of machine learning in the process of mass property 
appraisal is a globally relevant research topic.

4.4.4. Affiliation of researchers active in the field

Among the active authors in research related to the 
use of machine learning in mass property appraisal, 
Mehrdad Nejad, Jie Lu, and Vahid Behbood (University 
of Technology Sydney) stand out, each with two pub-
lished works. As depicted in Figure 15, the institutions 
with the highest number of active researchers in this 
systematic mapping are observed.

Figure 11. Evolution in the number of publications over the years.

Figure 12. Number of studies by publication channel.

Figure 13. Evolution of studies by publication channel over time.

Figure 14. Countries with the most publications and active authors.
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Regarding the affiliation of active researchers, it is 
noted that, among the 22 selected studies, all research-
ers are affiliated with a university. Universiti Teknolo-
gi Malaysia, University of Technology Sydney, and 
Handong Global University stand out as the top three 
institutions with the highest number of active research-
ers in studies related to the use of machine learning in 
mass property appraisal. These three universities respec-
tively have six, four, and four researchers.

Figure 16 shows that, among the universities with 
the highest number of active researchers, one is located 
in Malaysia (six researchers), two in Australia (seven 
researchers), two in South Korea (seven researchers), 
one in Turkey (three researchers) and one in Argentina 
(three researchers). It should also be noted that the seven 
universities with the highest number of active research-
ers were located across virtually all continents: the 
Americas (Argentina), Asia (North Korea and Malaysia), 
Eurasia (Turkey) and Oceania (Australia). This rein-
forces the idea that the topic addressed in this systematic 
mapping is a globally relevant research topic.

4.4.5. Number of citations of selected articles

The number of citations of the studies selected for 
this systematic mapping, as shown in Figure 17, shows 

an increasingly relevant impact on the scientific com-
munity.

Publications S-03 by Michael Mayer et al. and S-07 
by Jengei Hong et al., present the greatest number of 
citations according to the Semantic Scholar: 31 citations 
for each article, on the date this information was collect-
ed. The studies S-15 by Winky K.O. Ho et al. and S-08 
by Seckin Yilmazer et al., had 24 and 14 citations each, 
respectively.

All four studies with the highest number of citations 
were published in scientific journals: S-03 in the Journal 
of European Real Estate Research, S-07 in the Interna-
tional Journal of Strategic Property Management, S-15 in 
the Journal of Property Research and S-08 in Land Use 
Policy. This reinforces the evidence that publications in 
scientific journals enjoy greater prestige in the research 
community. This finding is even more relevant when 
considering that in 2020 and 2021, a period in which 
publications in scientific journals increased, the number 
of citations of the studies present in this systematic map-
ping also increased, in comparison to conference pro-
ceedings. The scientific journal Land Use Policy received 
the highest number of publications among the analyzed 
studies: S-08 by Seckin Yilmazer et al. and S-21 by Juan 
P. Carranza et al.

4.4.6. Cloud of keywords cited in the studies

In scientific studies, the selection of keywords aims 
to facilitate the efficient retrieval of the content of a text 
for readers (Garcia et al., 2019). In this sense, the set of 
keywords of a scientific study allows other researchers to 
find it when they are carrying out research on that topic.

All keywords of the studies of this systematic map-
ping were searched, and Figure 18 and Table 9 were 
designed with the word cloud to show the absolute fre-
quency of the 10 most cited keywords in the respective 
articles. 

Figure 15. Universities with the highest number of active research-
ers.

Figure 16. Countries of universities with the highest number of 
active researchers.

Figure 17. Number of citations of the studies considered in this 
review.
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These keywords show the strong relationship 
between ‘machine learning’ and ‘mass appraisal’. These 
were the two most cited keywords; ‘machine learning’ 
was cited twice as many times when compared to ‘mass 
appraisal’, which was the second most cited keyword. 
These two keywords are closely related to the theme of 
this systematic mapping: machine learning models for 
mass property appraisal. 

Other words also featured prominently in the key-
word cloud, e.g., the machine learning algorithms ‘ran-
dom forest’ and ‘gradient boosting’, as well as words 
related to the real estate market, such as ‘property val-
uation’ and ‘real estate’. This keyword cloud presents 
evidence of the strong relationship between the topic 
addressed in this systematic mapping and the articles 
selected for this analysis.

5. DISCUSSION

This section shows the analysis of the results of this 
systematic mapping study. It also highlights issues that 
need to be further explored and makes some suggestions 
for future research.

5.1. Analysis of results

Considering the set of 332 works returned in the 
initial searches, including those of the snowballing pro-
cess, this systematic mapping study was carried out with 
a final selection containing 22 studies, which sought 
to answer the central question of this review: What is 
the state of the art of the literature regarding the use of 
machine learning models for mass property appraisal? 
The small number of selected studies may be explained 
by the fact that research is still incipient regarding the 
use of machine learning algorithms based on regression 
trees for property appraisal; in addition, the focus was on 
studies that directly associated the use of machine learn-
ing with mass property appraisals. However, despite the 
small number of publications, there are gaps that can 
pave the way for new research opportunities and chal-
lenges that can serve as a basis for future researchers to 
explore the theme of the present mapping study.

It was found that the most frequently used machine 
learning models in research on mass property appraisal 
(RQ-01) are Random Forest, Gradient Boosting and 
XGBoost, Decision Trees, LightGBM, Bagging, Ada-

Figure 18. Keyword cloud of the studies considered in this review.

Table 9. Frequency of the 10 keywords most cited in the articles.

Word Frequency

machine learning 12
mass appraisal 6
random forest 5
property valuation 4
real estate valuation 3

real estate 3
automated valuation models 3
house prices 2
gradient boosting 2
regression 2
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Boost and CatBoost. However, the use of the Random 
Forest model is predominant (S-01, S-02, S-03, S-04, S- 
06, S-07, S-08, S-09, S-11, S12, S-13, S-14, S-15, S-17, S18, 
S-20, S-21 and S-22) in research on the use of machine 
learning for mass property appraisals. The results of 
these machine learning models are, in most cases, com-
pared with the results achieved by the multiple lin-
ear regression model (S-01, S-03, S-04, S-06, S-07, S-08 
, S-12, S-14, S-16, S-17, S-18, S-19, S-21), which is often 
used by engineers and researchers when carrying out 
mass appraisals for property tax. Importantly, there was 
only one study (S-22) that compared the results of the 
machine learning models with those found by the ordi-
nary kriging model.

The property typologies most frequently addressed in 
studies on mass property appraisal (RQ-02) are urban 
land (S-16 and S-21), urban houses (S-02, S-03, S-04, 
S-05, S-13, S-19 and S-20) and apartments (S- 01, S-06, 
S-07, S-08, S-09, S-10, S-11, S-12, S-14, S-15, S-17, S-18 
and S-22). However, only one of these studies (S-17) con-
sidered the spatial dimension of the data, represented 
by spatial regression. Among these studies, 12 chose to 
use the UTM location coordinates of the properties as 
a predictor variable while another 9 studies did not use 
the spatial dimension in their analyses. Previous studies 
used data from different sources; three studies used data 
from properties located in Turkey (S-08, S-09 and S-11); 
three studies, from properties in China (S-04, S -12 and 
S-17), and three other studies, from properties located in 
Australia (S-01, S-02 and S-05). There are also data from 
properties located in countries such as Greece, North 
Korea, Switzerland, Brazil, and India.

It was found that machine learning techniques are 
assessed, with respect to the accuracy of machine learn-
ing modeling (RQ-03) by several indicators. The most 
frequent in the studies selected in this systematic map-
ping were RMSE, COD, PRD, MSE, MAE, MAPE and R². 
Among these indicators, both RMSE and MAE are the 
most regularly used in model assessment studies; how-
ever, it cannot be argued that RMSE outperforms MAE, 
or vice versa; instead, a combination of metrics, includ-
ing, but certainly not limited to, RMSEs and MAEs, is 
often required to assess model performance (Chai and 
Draxler, 2014). According to Bicak (2021), RMSE and 
MAE have informative value; therefore, it is advisable to 
use both. The RMSE indicator, calculated by using the 
square root of the mean squared differences between the 
observed and predicted values, is the one that appears in 
the vast majority of studies (S-01, S-02, S-03, S-04, S-06, 
S-08, S-09, S-11, S-12, S-13, S-15, S-16, S-17, S-18, S-19, 
S-20, S- 21 and S-22), whereas the MAE indicator, which 
measures the average of the error differences between 

the observed and predicted values by the models without 
considering their direction (Islam et al., 2022), was cal-
culated by a smaller number of studies (S-02, S-03, S-05, 
S-06, S-09, S-10, S-12, S-13, S-18, S-20 and S-22). Indica-
tors such as COD (S-06, S-07, S-08, S-09 and S-21) and 
PRD (S-08, S-09 and S-21), strongly indicated for analyz-
ing the quality of mass assessments (IAAO, 2013), were 
calculated by few studies. It was also found that among 
the machine learning models used for mass property 
appraisal in the 22 analyzed studies, the Gradient Boost-
ing model was cited as the one that presented the best 
global accuracy in 5 studies (S-01, S -03, S-06, S-13 and 
S-15); the XGBoost model was cited in another 5 studies 
(S-05, S-12, S-16, S-17 and S-19) and, finally, the Random 
Forest model was cited in 11 studies (S-02, S-04, S-07, 
S-08, S-09, S-11, S-14, S-18, S-20, S-21 and S-22).

5.1. Suggestions for further research

Based on the contributions of this systematic map-
ping study, the following suggestions for future research 
can be made:
(i) Conducting research that makes combined use 

of machine learning models and geostatistics: No 
studies were found that combined geostatistics with 
machine learning for mass property appraisals. 
There are studies combining these two techniques 
in other areas; for example, Su et al. (2020) exam-
ined the combination of these techniques to estimate 
biomass in Chinese forests; however, in the area of 
mass appraisals, there are no studies to date.

(ii) Exploring feature engineering for selection of rel-
evant variables and comparison with traditional 
modeling: among the studies analyzed, some used 
feature importance for modeling purposes. However, 
there were no studies that demonstrate the gain in 
accuracy when comparing the results of modeling 
with and without the application of feature impor-
tance.

(iii) Developing a method of mass property appraisal 
using spatial random forest regression: the ana-
lyzed studies demonstrated the use of the spatial 
dimension in the form of inclusion of a new predic-
tor variable; however, no studies were found that 
actually performed the spatial random forest regres-
sion process (Benito, 2021). This study demonstrated 
that the random forest model shows good predictive 
performance even when using many covariates with 
nonlinear relationships, while the spatial regression 
model shows good predictive performance when 
using many records that are spatially autocorrelated. 
Thus, the application of the spatial random forest 



48 Carlos Augusto Zilli, Lia Caetano Bastos, Liane Ramos da Silva

regression model can be an interesting strategy to 
explore.

(iv) Checking the accuracy of machine learning mod-
els for property appraisals in other regions: among 
the analyzed studies, few of them have explored the 
use of machine learning techniques in urban land 
(S-16 and S-21), and few countries have explored 
these techniques in mass appraisals. In Brazil, for 
example, there is only one study that used machine 
learning models for mass appraisal of urban land in 
the city of Aracajú. Studies with data on land from 
other Brazilian municipalities or even new typolo-
gies, such as houses and apartments, are an alter-
native for comparing the effectiveness of machine 
learning models in mass appraisals for property tax.

6. THREATS TO VALIDITY

This systematic mapping study was conducted fol-
lowing a rigorous methodology, with special attention to 
the selection and analysis of published studies. Although 
this methodology is widely employed by various authors, 
it does have some limitations. The results observed in 
this research may be affected by threats to validity, 
despite attempts to mitigate them throughout the stages 
of this systematic study. For example:
(i) Article selection bias: to minimize this threat, 

both the protocol and the execution process were 
reviewed by experienced researchers. To further 
mitigate the article selection bias, a set of criteria 
was created, as presented in Section 3.2.2; it sought 
to ensure that the most relevant publications were 
found by search engines. For this process, the most 
important terms related to the use of machine learn-
ing in mass property appraisals were selected, and 
a generic search string was designed. The focus was 
on studies published in conference proceedings or 
in scientific journals. The objective was, therefore, to 
determine the state of the art of high-quality, peer-
reviewed scientific articles that followed strict publi-
cation guidelines.

(ii) Incomplete searches: owing to the exclusion crite-
ria adopted, this systematic mapping study may not 
have reached exactly all the studies on the topic, 
which may affect the completeness of the present 
study. For example, by creating an exclusion crite-
rion that eliminates all studies that were not in Eng-
lish, relevant research studies published in different 
languages, such as Portuguese, were ignored. To 
mitigate this risk, studies were carried out in elec-
tronic databases commonly used in the engineering 

area and which contain a large number of indexed 
journals and conference proceedings. 

(iii) Data extraction bias: the accuracy of the results of 
a systematic mapping study can be strongly affected 
by researcher bias in data extraction. To mitigate the 
impact of potential researcher bias on data extrac-
tion, two researchers specified a list of items to be 
extracted and reached a consensus on the under-
standing of each of these specified items. The set 
of primary studies selected in this systematic map-
ping was then distributed to the two researchers and 
they both carried out, independently, the extraction 
of data from all studies. Discrepancies arising from 
the data extraction process were resolved together, 
through a consensus meeting; after reanalysis, the 
two researchers decided on the correct information 
of the extracted data.

7. CONCLUSIONS

The use of machine learning models in mass prop-
erty appraisal has been progressing towards becoming a 
mature research area, as evidenced by the growing num-
ber of publications on the subject in scientific journals 
and conferences in recent years. This trend has led to a 
gradual increase in the body of knowledge on the topic. 
However, to date, no systematic literature mapping has 
been identified that systematically identifies and ana-
lyzes the state of the art in this research area. This study 
sought to fill this gap and provide an overview of the lat-
est research using tree-based machine learning models 
in mass property appraisal for tax purposes.

Delving into the realm of mass property appraisal 
through the use of machine learning models revealed a 
simultaneously intriguing and complex landscape. This 
study, by meticulously investigating the available litera-
ture, not only highlights the popularity and efficiency 
of certain models, such as Random Forest and Gradi-
ent Boosting, but also points to the urgent need for the 
standardization and rigorous application of these tech-
nologies. Despite the revolutionary promises of precision 
and efficiency in property valuation for tax purposes, 
significant challenges remain to be overcome.

For starters, the wide range of criteria used to meas-
ure the accuracy of these models reveals the absence 
of a consensus or standardized system that allows for 
direct comparisons. While this situation showcases the 
richness of methodological approaches, it may compli-
cate the clear presentation of results and, ultimately, the 
adoption of these technologies by tax authorities and 
appraisers.
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Moreover, the geographical concentration of 
research in certain regions suggests the influence of local 
factors, both in terms of available data and real estate 
market idiosyncrasies, on the effectiveness of machine 
learning models. This raises questions about the univer-
sal applicability of these solutions and emphasizes the 
importance of future research that takes into account 
diversity in mass property appraisal for tax purposes.

Although models like Random Forest are notable 
for their robustness and accuracy, it is crucial to remem-
ber that technology alone is not a panacea. The success 
of these models is directly dependent on the quality and 
comprehensiveness of the data they are fed. Therefore, 
the importance of rigorously collecting, processing, and 
analyzing data cannot be underestimated. Furthermore, 
in conducting mass appraisals, it is essential to consider 
ethical and social justice issues, especially in relation to 
tax equity, an important aspect that should not be over-
looked.

This study unveils a field rich in opportunities for 
research and innovation at the intersection of machine 
learning and mass property appraisal for tax purpos-
es. The critical approach adopted here does not seek to 
diminish the transformative value of these technologies, 
but rather to underscore the complexity and responsibili-
ties involved in their implementation. The future, filled 
with possibilities and challenges, demands ongoing col-
laboration between academics, professionals, and policy 
makers to ensure that technological advancements pro-
mote fairer, transparent, and effective appraisal practices.
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