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Environmental Economics and Decision Analysis: An 
Overview of Recent Results 
Mercedes Bertomeu e Carlos Romero* 

Abstract 

This paper aims to show the extensive applicability of decision 
analysis tools in environmental economics. A series of environmental 
situations, where the use of methods based on derision analysis have 
shown their superiority with respect to those based on cost-benefit 
analysis are presented throughout the paper. In this sense, the 
following situations will be commented: a) the appraisal of 
environmental assets, b) the optimal provision of environmental goods 
and c) the analysis of different procedures to introduce several 
biodiversity measures into a forest management optimisation model. 
These three significant scenarios demonstrate the importance of using 
methodological approaches underpinned by decision analysis tools. 

Keywords: Environmental Economics; Decision Analysis; Forest 
Management; Biodiversity; Goal Programming; Compromise 
Programming 

1. Introduction 

The problems addressed by the discipline known as 
Environmental Economics are very complex, for at least the following 
two reasons: 
a) Environmental assets are managed within joint production schemes, 

providing two sets of outputs. One set of outputs is formed by private 
goods, which are sold in markets. The other set is made up of public 
goods/bads for which there are not defined markets. It is well known 
in economic analysis that the presence of public goods/bads 
(externalities) generates a divergence between the private and the 
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social optima (e.g., Varian 1984, chapter 7). This divergence implies a 
Pareto inefficiency in the allocation of resources (market failure) that 
should be removed in one way or in another. 

b) Any decision taken in the environmental field affects several criteria 
of very different nature: economic, ecological, social, etc. Moreover, 
these criteria are usuaily in conflict. Hence, for the optimum design of 
environmental management policies, the decision-maker -private or 
public- does not aim to maximise a well-defined single objective 
function, as traditional analysis assumes. 

In the last three decades, microeconomics in general and cost- 
benefit analysis in particular have extended their scope to 
accommodate the aforementioned problems. The overall idea consists 
in measuring the increase or decrease of social economic welfare due 
to the enjoyment/suffering of environmental public goods/bads 
through increases/ decreases in the corresponding consumer and 
producer surpluses. This approach requires a previous estimation of 
demand and supply functions for the corresponding environmental 
commodities. Since there are generally no markets for the 
environmental commodities, demand and supply functions have to 
be estimated with the help of specific methods. These methods create 
virtual or contingent markets or estimate the influence of a certain 
amount of good/bad on the price of a private good with a well 
defined market (see Smith 1996 for a rigorous presentation of these 
methods). 

The methods mentioned have been applied to several real 
problems with a good level of success. For instance, in the appraisal of 
recreational benefits of a natural area (e.g., Marinelli et al., 1990). 
However, the foundations for these methods are not exempt of 
difficulties. The main problem arises from the necessity, inherent to 
these methods, of reducing all the benefits and costs associated to the 
use of an environmental asset -with its undoubtedly multidimensional 
character- to a single monetary figure. This figure measures the net 
aggregation of increases and decreases in the corresponding surplus 
caused by a given environmental improvement or damage. This kind 
of analysis works reasonably well sometimes, however, in certain 
cases these methods require very strong assumptions demanding 
precise information, which is very difficult to obtain in practice. 

This paper presents an overview of recent results where the 
above environmental problems are addressed in a different way. The 
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basic idea is to demonstrate how decision analysis, chiefly in its 
multicriteria version, can be a very powerful tool in environmental 
economics. Thus, in Section 2 the appraisal of environmental assets is 
addressed in a non-conventional way by explicitly recognising the 
multicriteria conflict between the performance of environmental and 
economic assets and by using shadow values instead of using market 

In Section 3, the divergence between the private and social optima due 
to the existence of public goods/bads is analysed by combining ideas 
from traditional microeconomics and modern decision analysis. 
Finally, Sections 4 and 5 focus on how to incorporate a measure of 
biodiversity into a forest management optimisatiort-model, illustrating 
how different multicriteria decision methods can be sound devises for 
addressing this crucial problem. 

I 
I 

prices. In this way, a non-monetary cost-benefit analysis is proposed. 

I 

2. A Shadow Appraisal of Environmental Assets 

This line of research aims to develop a methodoIogy applicable 
to the appraisal of environmental assets. The methodology takes into 
account the following two basic aspects: 
a) The usual conflict between the performance of environmental and 

economic assets. 
b) The values estimated for the environmental assets are not market 

values but shadow or internal values. These are the lowest prices 
capable of covering the inherent production costs. 

The proposed methodology can be especially useful for 
measuring the relative efficiency, through non-monetary cost-benefit 
analysis, of potential investments in natural areas. Moreover, the 
approach also represents a useful first step in the optimal social 
provision of environmental public goods discussed in the next section. 

Let us assume the following general setting. Vector xl, ..., xi, 
. , .xm represents the amount of outputs provided by a public natural 
area. Without loss of generality, it is assumed that all the outputs 
enjoy the property "more is better". For the current resource level k 
we have the following transformation curve: 

T(x,, ... ,xi, ... ,x,) = k (1) 

13 



The above curve or frontier defines the technological domain of 
the problem. That is, the feasible and efficient mixes of outputs that 
can be obtained for a level of resources k that imply an aggregate cost 
R. The usual assumptions of convexity, continuity and differentiability 
of (1) are accepted. 

The following family of iso-utility or welfare functions is 
introduced: 

U(x , . . ., x,, . ..,x ) = h (2) 
1 I m 

The usual assumptions of increasing monofonicity and concavity 
of (2) are accepted. The optimal mix of outputs (Xy )...) $ 
will be obtained by maximising utility function (2) subject to 
transformation curve (1). 

In order to determine the value associated to this optimal mix, 
we need to attach a vector of weights (wi,. . ., wl, . . ., wm) to the optimal 
mix of outputs. Within our context, market prices should not be used 
as weights for two reasons: a) market prices are not related to the 
production scenario and b) there is no actual market prices for many 
of the outputs provided by a natural area due to their character of 
public goods. However, it seems sensible to conceptualise weights as 
shadow or internal values within our context. Hence, the expression 

i) 

m 
wix? measures the aggregate shadow values of the optimal mix. 

This aggregate shadow value can be used, among other things, to 
construct ratios cost-benefit as illustrated at the end of this section. Let 
us now address the way to determine the vector of shadow weights. 
Within our context, these weight-shadow values should hold the 
following two conditions (Ballestero and Romero, 1993,1998 chapter 7): 
lQ) The shadow value or shadow revenue of every mix must be greater 

than or equal to the aggregate cost R of resources invested in the joint 
production process (i.e., Rasit was defined before, represents the cost 
associated to the production of mixes on the frontier T = k). In fact, if 
this condition is not fulfilled the shadow revenue does not cover 
production costs what is economically untenable. Therefore we have 
the following condition: 

2 
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R = z w i x i  zR  (3) 

2Q) The difference between the shadow values of the mix Rand the 
aggregate cost R of the joint production process has to be as small as 
possible in order to avoid any overestimation. In fact any 
overestimation of the aggregate shadow value does not seem to be a 
justifiable policy for the policy maker. The two conditions lo) and 27 
brought together lead to the following optimisation problem: 

m 

Min(R-R)iMin wixi - I; 
subject to: (4) 

For a convex frontier, the optimisation problem given by (4) has the 
following unique solution (Ballestero and Romero 1993): 

* * * 
where the vector XI , . . . ,X i , . . . ,X represents the anchor values or 
ideal point. That is, the maximum for each individual output over the 
frontier T = k. The vector XI*,. . .,xi*,. . .,xm* represents the anti-ideal 
values or nadir point. That is, the worst possible value for each 
possible output on the frontier T = k. 

The next step in the analytical procedure will consist in 
determining the optimal mix of outputs (Xy ,..., ,...,X k) . The 
conceptual and operational difficulties associated to the determination 
of a reliable representation of the utility or welfare function are 
enormous. For these reasons, resorting to a compromise approach will 
approximate the optimal mix or social equilibrium. Hence, the 
following general compromise programming model is formulated 
(Yu 1973, Zeleny 1974): 
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MinL, = [ 2 wp(xi - xi)'] 

Subject to: 

Subject to: (7) 

T(x , .. ., x, .. .,x ) = k 
1 i m 

where shadow weights wi have already been defined (see 
expression (5)), and p is a parameter (metric) defining the family of 
distance functions. Compromise model (6 )  attempts to obtain the 
nearest point (or portion) of the frontier T = k with respect to the ideal 
point. This kind of compromise solution holds useful properties such 
as: feasibility, least group regret, Pareto optimality, independence of 
irrelevant alternatives, etc (Yu, 1985, pages71-74). Moreover, Yu (1973) 
demonstrated that for problems with two criteria (outputs in our 
context), the p = 1 and p = w metrics define a subset of the 
transformation curve or frontier called compromise set. The other best- 
compromise solutions fall between the solutions corresponding to 
both metrics. Blasco et al. (1999) extended the boundness of the com- 
promise set for a general case with m criteria (outputs) under very 
general conditions. Basically the only specific assumption required by 
Blasco et al. is the differentiability of the transformation hypersurface. 
Therefore, by solving (6)  for metrics p = 1 and p = m a compromise set 
as a closed set or portion of the frontier T = k nearest with respect to 
the ideal point is obtained. 

For easy reading, the case corresponding to nil anti-ideals will 
be chosen (i.e., Xi* = O Vi). In this situation, the following optimisation 
problem is obtained by making p = 1 in (6): 

m 

T(x , .. ., x, ..., x ) = k 
1 i m 
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The above solution implies the maximisation of a separable and 
additive utility function U(x,+. . . +xi+. . . +x,) such as linear structure U 
= k,x,+. . . +kixi+ . . . +k,x,. Therefore, the bound LI of the compromise 
set corresponds to a solution of maximum efficiency. 

The other bound L,of the compromise set is obtained by making 
p = m in (6). It is demonstrated (Ballestero and Romero 1991) that this 
substitution leads to the following system of m equations with m 
unknowns: 

T(x , ..., x,, . ..,x ) = k 
1 1 m 

The solution given by (8) represents balanced allocations between 
the m outputs considered. It is also interesting to point out that the Lm 
bound implies the maximisation of a Rawlsian utility function where 
the m outputs considered are perfectly complementary (see Tamiz et 
al. 1998 for technical details). 

Let us represent by xi, ...,xi ,...,xx, the vector of outputs 
corresponding to the L, bound of the compromise set and by 
x;, ..., xr ,  ..., x z  the vector of outputs corresponding to the L m  bound 
of the compromise set. By taking into account both vectors, a good 
estimator of the aggregate shadow value for the natural area considered 
belongs to the closed interval [R,, R,], being R, and R_ equal to: 

1 1 

m m 
R, = 7 wix: = R T  i 

1- 1- 

(9) 

The approach presented above can be easily adapted to the 
valuation of environmental improvements or damages. Thus, suppo- 
se that some improvements are undertaken in the natural area. These 
improvements shift the frontier T = k in the north-east direction. This 
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shift of the frontier implies a new cost RN associated to the production 
of mixes on the new frontier as well as a new vector of anchor values 
XI ,..,, xi ,.. . , xm. This new vector of anchor values implies new bounds 
for the compromise set as well as a new vector of shadow weights 
Wl,...Wi,...,wni. Therefore the shadow values of the environmental 
improvement is comprised within the following values : 

-* -* -* 

- -  - 

I 
I m 

I l  

I 

For metric p = 1 ARI = XW,$ -E1 

If we represent the difference between the costs associated to the 
production of mixes in the new frontier with respect to the first 
frontier by AR (i.e., AR = RN-R), then the value of the cost-benefit 
ratio of the environmental improvement according to (11) and (12) 
belongs to the following closed interval: 

The approach expounded here can present certain advantages 
with respect to the traditional environmental valuation methods (travel 
cost, contingent valuation, hedonic prices, etc). Thus, instead of 
monetising the value of the environmental improvement by resorting 
to the creation of surrogate markets or the use of hedonic variables, 
the monetary value of the cost of the improvement is related to the 
shadow value increase of the environmental good. This approach can 
be especially useful when we want to compare the relative efficiency 
of several natural areas that provide a set of economic as well as 
environmental goods (see Ballestero 1999). 

3. Optimal Provision of Environmental Public Goods 

'Let us consider the case of a farmer producing a private good 
sold in a market and an unpriced environmental public good. We 
represent the amounts produced of private and public good by Y and 
Z, respectively and the price of the private good by P,. For the current 
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resource level, the farmer faces a production possibility frontier or 
transformation curve in the Y-Z space given by: 

T (Y,Z) = K (13) 

Figure 1 represents the above function, showing its typical 
concavity towards the horizontal axis. Some authors (e+ Webster, 
1999) have suggested that for low levels of the private good there is a 
certain complementary relationship between the production of the 
two goods. 

/ \ 
FIGURE 1. PRODUCTION POSSIBILITY FRONTIER, PRIVATE OPTIMUM, 
ENVIRONMENTAL OPTIMUM AND SOCIAL OPTIMUM. 

The utility or welfare of the society is defined by the following 
function: 

u = u (Y, Z) (14) 
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The above social welfare function enjoys the usual properties 
(i.e., U,;r O, U,z O, U,r O, U, a O). By taking into account this setting, 
the following three optima are derived: 

The environmental optimum. It is the point where the production 
of the environmental public good achieves a maximum value. This 
optimum Z' corresponds to the point where T(Y, Z) = K intersects the 
Z-axis (see Figure 1). 

The private optimum. It is the point where the revenue of the 
farmer achieves a maximum. Since the farmer does not receive any 
compensation for the public good produced, this optimum value Y' 
corresponds to the point where T(Y, Z) = K intersects the Y-axis (see 
Figure 1). 

The social optimum. It is the point where the social welfare function 
U(Y, Z) reaches a maximum value over the frontier T(Y, Z) = K. This 
optimum value (Yo, Zo) corresponds to the point of tangency between 
the iso-utility map U(Y, Z) = 1 and the frontier T(Y, Z) = K as shown in 
Figure 1. 

The above analysis leads us to an important conclusion: the 
production of an environmental public good in competition with a 
private good generates a divergence between the private and the 
social optima. This divergence implies that the allocation of resources 
provided by the market is inefficient. In fact, in the private optimum 
the environmental good is under-produced in z"- Z, units, while the 
private good is over-produced in Y- Yo units. 

One possible way to remove this inefficiency will consist in 
providing the farmer with a premium or subsidy P, for each unit of 
environmental public good produced. In this case, the objective 
function of the farmer would be given by: 

- 

20 

Max P,Y t P,Z (15) 

The first term of (15) represents the benefits of the farmer as a 
producer of a private good provided by the market. The second term 
of (15) represents the benefits of the farmer as a producer of an 
environmental good provided by the society as a compensation for 
the positive externality generated by the farmer. By maximising 
objective function (15) over the frontier T(Y, Z )  = K, the following 
well-known first-order condition is obtained (see e.g., Henderson and 
Quandt, 1958, pages 89-96): 



I 

where the quotient of partial derivatives T,/T, represents the 
marginal rate of transformation between the private and the 
environmental good. By substituting P, by its observed value in (16) 
and by calculating the partial derivatives T, and T, in the social 
optimum (Yo, Zo) the following subsidy P, is obtained: 

The above subsidy is optimum because it allows for the 
restoration of the social efficiency in the allocation of resources. It is 
important to note that the proposed approach can be easily extended 
to a general setting where n private goods and m environmental 
public goods are considered. However, we should be aware that the 
implementation of the procedure requires the previous determination 
of the social optimum, something, which is not an easy task. The 
determination of a reliable representation of a welfare social function 
involving as arguments private and environmental goods is a very 
difficult task. Consequently, a pragmatic approach will consist in 
formulating a Compromise Programming model to determine the 
compromise set as a good surrogate of the social optimum, as it was 
expounded in the preceding section. An adaptation of this approach 
to a real case where the timber produced is the private good and the 
CQ, captured by the forest is the environmental public good can be 
seen in Romero et al. (1998). 

To illustrate how the proposed procedure works let us suppose 
the following equation for the frontier or transformation curve: 

(18) (Y-3000)2 +9(Z-1000)2 = 36000000 \ 

From (18) the following anchor and nadir values are 
straightforwardly obtained: 

Y' = 9000 Z' = 3000 
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Y, = 3000 Z, = 1000 

It is also very simple to derive the following two optimum points 

Environmental optimum: YE= 3000 ZE = 3000 
Private optimum: Yp = 9000 Zp = 1000 
By applying Compromise Programming, the two bounds of the 

from (18): 

compromise set L, and L. coincide and are equal to (Romero 1997): 
L,+ Lm Yo = 7243 Z" = 2414 

The above compromise is considered the surrogate of the 
unknown social optimum. The market solution (private optimum) 
implies an under-provision of the environmental good of Zo - Z, = 
2414-1000 = 1414 units and an over-provision of the private good of Y - Yo 
= 9000-7243 = 1757 units. Let us assume that the price P, of the private 
good is 30 Euros. For this situation, one feasible policy measure to 
obtain an efficient allocati2n of resources will consist in establishing a 
governmental subsidy P, per unit of environmental public good 
produced equal to (see expression (17)): 

= 90 Euros P;==30[ 18( Z - 1000) ] 
2(y - 3000) (y=7243,2=%14) 

It is easy to check that if we maximise the new objective function 
30Y + 90Z over the frontier the surrogate of the social optimum 
(Y0=7243, Z0=2414) is obtained. 

4. Forest Management Optimisation Models and Biodiversity: A Review 

Society demands from forests public goods and services, 
including the protection of biodiversity . From the point of view of 
forest management, the most promising concepts of biodiversity are 
species diversity and habitat diversity. In this section, some of the 
major efforts undertaken in the last few years to incorporate these two 
biodiversity views into forest management will be reviewed. 

The works by Kangas and Kuusipalo (1993), and Kuusipalo and 
Kangas (1994) represent an old line of research in the above direction. 
The general purpose of these studies was to develop a method capable 
of considering biological diversity as "another objective" in strategic 
forest management. 
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The Analytic Hierarchy Process (AHP) developed by Saaty (1980, 
1994) is the optimisation tool used by Kangas and Kuusipalo to 
undertake their task. The choice problem is represented with the help 
of a decision hierarchy. The hierarchy consists of several levels of 
decision-making. The first level of the hierarchy defines the main 
purpose of the decision problem, namely, to maximise the overall 
utility of the forest area being planned. In the second level, the decision 
criteria taken into account in the planning process are added. In these 
studies, these are mainly timber production and biodiversity. In 
subsequent levels of the hierarchy, the general criteria are broken 
down into more detailed sub-criteria. Thus, the timber production 
criterion is usually broken down into sub-criteria such as the net 
incomes in the different periods considered, and the monetary value 
of the growing stock at the end of the planning horizon. In a similar 
way, the biodiversity criterion is broken down into different 
components considered relevant by the decision-maker. Kangas and 
Kuusipalo (1993) considered the richness, rarity and vulnerability of 
species as the dimensions of biological diversity for the studied forest 
area. Kuusipalo and Kangas (1994) considered as the most important 
dimensions of biological diversity in the forest area the following: the 
species dependent on the existence of old forest, the species dependent 
on the young forest, and the species dependent on the presence of 
hardwood trees. 

The result of the process is an overall relative priority index for 
each feasible alternative. The relative index is a linear priority function 
obtained by multiplying the sub-priorities by the relative weight of 
each component and then adding up all the partial priorities. As a 
result, a ranking of the set of feasible alternatives is obtained. The best 
alternative of the ranking is the solution for which the overall utility is 
maximised according to the preferential weights placed on each 
criterion and sub-criteria by the decision-maker. 

For instance, in Kangas and Kuusipalo (1993) the following 
biodiversity index was obtained: 

BI, = 0.12P, + 0.39PiR + 0.49Piy 

where: 
BI, = biodiversity index for ith alternative. 
Pis = priority of ith alternative with respect to species richness. 

23 



I 

P, = priority of ith alternative with respect to rarity. 
Pi, = priority of ith alternative with respect to vulnerability. 

It is rather obvious that to this kind of approach underlies a 
strong separability among the three criteria considered which implies 
the acceptance of an assumption of mutual independence of 
preferences (see Keeney and Raiffa, 1976). Within a biodiversity 
context, this can be very strong assumption. 

The ranking of alternatives obtained with this procedure depends 
on the weights attached to the different criteria and sub-criteria. 
Moreover, for another planning problem, not only the weights but 
also the criteria chosen as representative of the biological diversity 
can be different, depending also on the scale of the management unit. 
For these reasons, the result of the process is specific for each planning 
problem and cannot be generalised. 

The determination of the weights to be attached to the criteria 
and sub-criteria into which they are broken down can be regarded as a 
political problem concerning different decision-makers (landowners, 
politicians, citizens, etc). As pointed out by the authors, the main 
disadvantages of the approach are the lack of general agreement with 
respect to an operational definition of biodiversity and a lack of 
objective knowledge to quantify the alternatives with respect to their 
effect on the dimensions of the biological diversity chosen. The number 
of alternatives that can be added to the lowest level of the hierarchy is 
also limited given that the priorities of the alternatives are obtained by 
means of pairwise comparisons. However, the authors sensibly state 
that the choice made with the help of this approach can be considered 
as a good starting point for tactical and operational planning. 

The papers of Kangas and Pukkala (1996), Pukkala et al. (1997) 
and Kangas et al. (1998) represent another direction for tactical 
planning closely related to the above. In these studies, certain variables 
relevant to species diversity and quantifiable in the inventories at the 
level of trees and stands are chosen as indicators of biodiversity for 
the forest area. Thus, Kangas and Pukkala (1996) considered the 
following indicators: the mean volume of deciduous trees, the 
percentage or proportion of old forest area and the mean volume of 
deadwood. The chosen components can also be broken down into 
more detailed categories such as different stages of decomposition of 
deadwood, volume of different species of broad-leaved trees, different 
age classes of old forest, etc. 
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The individual utility functions are determined as follows. First, 
several treatment schedules per compartment for the planning horizon 
are generated by computer simulation. The simulation exercise 
predicts the future development of the characteristics of the stand or 
compartment resulting from the implementation of a certain treatment 
schedule. Given the huge number of generated treatment schedules, it 
is impossible, in practical terms, to apply the AHP method to determine 
the relative priorities of these schedules with respect to the components 
of the objectives. This difficulty is solved with the help of the following 
process. The maximum and minimum values of a component are 
determined by simulating all the treatment schedules of the 
compartments. The interval between those values-is divided into a 
"small" number of intervals of equal width. Then, the AHP method 
can be applied by taking the boundaries of two intervals at a time, and 
determining their relative importance or preference with respect to 
the level of achievement of the corresponding component. In this way, 
the sub-priorities or partial utilities of all the treatment schedules can 
be obtained by linear interpolation in terms of the sub-priorities 
corresponding to the amount of component they produce. 

The overall utility function for any treatment schedule is now 
determined by multiplying the relative sub-priority functions by the 
relative weights of the objectives or components and adding the 
corresponding individual functions of every component. The relative 
weights are computed by using the AHP method again. These weights 
reflect the relative importance of the objectives given by the decision- 
maker or by an expert in the case of the biodiversity objective. Once 
the overall utility function has been estimated, a heuristic optimisation 
method called HERO is used to maximise it. HERO searches for the 
optimum value of the overall utility function, through all the possible 
combinations of treatment schedules for the compartments. 

Pukkala et al. (1997) attempt to improve the study of Kangas and 
Pukkala (1996) by dividing or separating the indicators of biodiversity 
into more detailed categories and taking into account two additional 
indicators of species diversity: the within-stand and between-stand 
variety in the ecosystem. They also point out the use of the Delphi 
technique, when several decision-makers have to define the 
biodiversity indicators and their corresponding weights. 

Other studies (Spellerberg and Sawyer, 1995, 1996) aim at the 
establishment of biodiversity standards to apply in the management 
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of forest areas. These standards are levels of quality that should be 
established with respect to each identified way of restoring or 
maintaining biodiversity in a forest area. That is, the standard is the 
target referring to a specified criterion or indicator of biodiversity 
towards which managers should strive. 

Some examples of suggested standards are the following: to 
supply a certain volume of deadwood, to require a certain percentage 
of broad-leaved species in a conifer forest, to set aside from timber 
production a given width of buffer strip on each side of forest streams, 
etc. From the point of view of decision analysis, this approach implies 
to formulate the biodiversity standards as rigid constraints. This strategy 
means the acceptance of a lexicographic ordering-of preferences between 
the economic objective and the biodiversity standard (no finite trade-off 
between economic performance and biodiversity), which can be 
unrealistic (see Romero, 1991, pages 43-47). 

Finally, another line of research is presented in the studies of 
Buongiorno et al. (1994,1995). The level of analysis of these studies is 
the forest stand managed with selective cutting. These studies assume 
that the species diversity of a forest stand is strongly related to its 
structural diversity. The structural diversity of a stand is described by 
means of the distribution of trees by species-size classes, and the 
Shannon-Wiener index is used to quantify the proportional or relative 
abundance of trees in each species-size class. 

The modelling framework consists of a mathematical 
programming structure with two objectives: an indicator of economic 
performance and the Shannon index measuring the structural diversity 
of the forest stand. In this way, the trade-offs between structural 
diversity and the economic objective are determined. 

The formulation of the model requires the previous estimation of 
a growth sub-model for the stand for a specified time interval. The 
growth sub-model consists of a matrix G and a vector c. Matrix G 
includes the following items: 1) the probabilities that the trees in each 
species-size class remain in the same category, 2) the probabilities of 
transition from one species-size class to the next one and 3) the 
coefficients representing the influence of the trees in each species-size 
class on the ingrowth. The coefficients of vector c represent the part of 
the ingrowth independent of the stand state. 

The approach by Buongiorno et a2. is refined by Onal (1997a, 
1997b), by proposing the use of what he calls the “normalised absolute 
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deviation index"(NAD index), instead of using the Shannon index. 
The NAD index measures the divergence between the relative 
abundance of trees in each species-size class of the stand and the 
corresponding relative abundance of an arbitrarily specified target 
distribution that represent the desired stand structural diversity 
composition. The mathematical formulation of the optimisation model 
can be expressed in the following simplified way: 

Objective function: 

Max NPV 

Constraints: 

(19) 

where: 
NPV = net present value of the harvest over an infinite horizon. 
y = (y,) = vector of steady-state tree stock by species-size class. 
h = (hi) = vector of steady-state harvest by species-size class. 
G and c = matrix and column vector, respectively of the growth sub- 

model that were defined above. 
w = mortality rate during harvesting. 
pi = specified proportion or relative abundance of the ith class in the 

specified target distribution, (bl). 
p = min(bJ 
a= exogenous specified level of structural diversity, constraining the 

divergence between the proportions in each species-size class and the 
proportions of the target distribution. 

In order to understand the functioning of the model, it is 
important to note the following facts: a) Equation (20) describes the 
stand growth and steady-state condition; b) The left-hand side of 
constraint (21) represents the normalised absolute deviation index, 
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while the right-hand side, a, is an arbitrary parameter; c) Constraint 
(21) is non-linear but it can be linearised with the help of Goal 
Programming techniques (see Onal1997b for details) and d) Constraint 
(22) is imposed to secure that harvest variables by species-size class 
cannot exceed the available stock variables. 

From a mathematical programming point of view, model (20)- 
(22) corresponds to the constraint method of multiobjective 
programming (see e.g., Romero and Rehman 1989 pp.71-72). Through 
parametric variations of the right-hand side a of (21), the efficient set 
or production possibility frontier for the economic and structural 
diversity objectives is obtained. The slopes in the different points of 
the frontier measure the marginal rate of transformation between 
economic returns and structural diversity. Again, with the help of 
Compromise Programming it is possible to determine the portion of 
the frontier nearest with respect to the ideal point (a*, NPV'). This 
compromise set can be again considered a good surrogate of the 
utility optimum. 

5. Forest Management Optimisation Models and Biodiversity: An 
Analytical Procedure 

In this section an analytical framework for incorporating some 
ideas regarding biodiversity will be presented. These ideas have been 
taken from forest ecology (see Hunter, 1990 for a summary). The basic 
points for this argument are the following: 
a) If the spatial diversity of a forest is maintained, then the wildlife 

species diversity supported by the forest is also maintained. 
b) The spatial diversity of a forest can be maintained by managing the 

age structure of the forest, which is determined by the ages of all the 
stands that the forest comprises. 

c) Managing for the diversity of wildlife species requires providing for 
old forests, as they constitute an important habitat for many species. 

In coherence with these basic points a sound framework of 
biodiversity will aim at achieving the following purposes: 
(1) Creating old stands by lengthening the financial rotation age of the 

(2) Having the entire stand age classes represented in the forest. 
(3) Maintaining a "balance" of age classes, in the sense of establishing the 

forest stands. 

same number of stands per age class. 

28 



(4) Arranging the stands of different sizes and ages into a mosaic of great 

Point (3) express to some extent a condition of area regulation, 
when the area of the harvest units is similar. Point (4) relies on what is 
known as edge effect, understanding the edge as the frontier between 
adjacent stands. The edge effect assumes that the diversity and 
abundance of many wildlife species is larger near an edge (Harris, 
1984, Hunter, 1990). A feature of the edge effect is called the contrast, 
understanding by contrast the age difference between adjacent units. 
Some authors (see Hunter, 1990, pages 109-112) argue about the 
ecological rationale of maximising the edge contrast. However, other 
authors state that maximising the edge contrast may increase habitat 
fragmentation. This damaging effect could diminish if the size of the 
harvest units is large enough for interior species (Hof and Bevers 
1998). Moreover, Harris and McElveen (1981) and Harris (1984) have 
shown that in the long-term two adjacent stands will have a maximum 
edge contrast if one of the stands is cut when the other one is half-way 
through the rotation age. This condition implies that the age difference 
between adjacent stands should be equal to half of the forest rotation 
age. 

An important task will consist of formulating a harvest scheduling 
model with the following properties: 
A) Maximisation of the edge contrast. 
B) Creation of old stands by lengthening the financial rotation age. 
C) Representation of all stand ages in the forest. 
D) Maintenance of a "balance" of age classes, in the sense of establishing 

the same number of stands per age class. 
The following zero-one Goal Programming model proposed by 

Bertomeu and Romero (1999) allows to obtain a harvest schedule that 
holds all the properties: 

spatial heterogeneity. 

Achievement function: 
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Goals and constraints: 

n, +pi tul-vl = R/2 1=1,2, ..., K 

FZ-Fit n,-p,=O Vi, z E1 

(24) 

(25) 

rn 

2 s i j  +aj - p j  = q 

- 

Vi,jEJ 

j = 1,2,. . .,h (29) 

Vi EL j=htl,. . . ,A (30) 

Where: 
li = initial age of ith harvest unit. 
Fi = final age of ith harvest unit. 
t = time unit or time span. 
T = planning horizon. 
R = final forest rotation age. 
h = T/  t = number of cutting periods. 
m = number of harvest units. 
I = index set of pairwise adjacent units. 
J = index set of pair of values i and j that imply cutting a unit below its 

A = number of feasible age classes. 
q = number of harvest units belonging to each age class (i.e., q = m/A). 

maturity age. 
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NVij = net present value attached to the harvest of the ith unit in the jth 

Sii = binary (O/ 1) variable, that is Sij = 1 if the ith unit is cut in the jth period, 

Goals (24)-(25) in conjunction with the first term of the 
achievement function (23) guarantees as much as possible that the age 
difference between adjacent harvest units is half of the forest rotation 
age R. In this way, the edge contrast is maximised. Constraints (26)- 
(27) guarantees that the final ages of the m harvest units are logically 
feasible. Constraint (28) secures that no unit is harvested before it 
reaches its maturity age. Finally, goals (29)-(30) in conjunction with 
the second term of the achievement function (23) guarantees, as much 
as possible, that the number of harvest units belonging to each age 
class is the same. 

It is important to note that through parametric variations of the 
right hand side NV of (32) the efficient set or production possibility 
frontier in the biodiversity quality-economic returns space can be 
established. It should also be noted that constraints (26)-(27) of the 
above zero-one Goal Programming model allows a maximum of one 
cut within the planning horizon. However, the model can be extended 
to a general context where the number of harvests of each unit within 
the planning horizon can be more than one. Technical details about 
the model, as well as an application to a Douglas-fir forest can be seen 
in Bertomeu and Romero (1999). 

cutting period. 

otherwise Sii = O. 

6. Concluding Remarks 

The results presented in the paper demonsbate how the decision 
analysis paradigm, chiefly in i$srnulticriteria version, can be a powerful 
tool fo address a large range of environmental economic problems. To 
be more precise, it has been demonstrated throughout the paper how 
multicriteria approaches such as Goal Programming and Compromi- 
se Programming seem especially relevant for tackling an important 
number of environmental problems. 

Despite the promising success of the cases reported in this paper, 
there is not claimed of superiority of the methods based on decision 
analysis with respect to the approaches based on traditional 
microeconomics (such as cost-benefit analysis) within the environmental 
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field. This paper has tried to transmit a different message: "all the 
methodologies have their own limits and cost-benefit analysis is not 
an exception". Within a context of environmental economics, there are 
problem situations where methods based on cost-benefit analysis have 
shown an interesting problem-solving capacity. Nevertheless, in the 
same field there are other situational contexts, where the classic 
methods are of dubious applicability while the multicriteria decision 
analysis methods seem to be very powerful. Research efforts for 
developing and applying multicriteria decision analysis to 
environmental economics seem a crucial and attractive intellectual 
challenge. 
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